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A Reputation System for Self-Organizing Storage

Nouha Oualha and Yves Roudier

Abstract

Reputation systems have demonstrated their intérestimulating cooperation in peer-to-peer (P2P)
systems, even though they are susceptible to catiusnd bashing. In addition, computing reputation
generally relies on a partial assessment of thawehof peers only, which might delay the detactas
selfish peers. This situation is rendered even avorself-organized storage applications, sinceagtis
not an instantaneous operation and data are viliegtaroughout their entire storage lifetime. Thaper
introduces a local reputation system for P2P swiagvhich peer observations are carried out thnoug
the periodic verification of a proof of data posses, and which in addition addresses the
aforementioned issues of reputation systems.
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1. Introduction

Peer-to-Peer (P2P) systems have emerged as antamipparadigm for distributed storage in the wagytexploit
and efficiently make use of untapped peers’ storageurces. Particularly motivating services foPRiata storage
are AllMyData [1], Wuala [2], and Ubistorage [3] ate data is outsourced from the data owner plaseveral
heterogonous storage sites in the network, foregmed data availability and fault-tolerance, redustrage
maintenance costs, and high scalability.

P2P data storage essentially means that aaat@r peer stores its data at a third-pahnglder peer which is
supposed to faithfully store the very data and nthlken available to the owner (and perhaps otharsjemmand.
Since such P2P storage systems thrive on freeg&t@@ace, a major security-related issue assooidtbdhem is
how to incite peers to concede some of their sptamage space in favor of other peers, and at ganrtime how to
efficiently and fairly ensure that a peer who gsansage of some of its own space to store othas’pdata is
normally granted usage of a proportional amourgpaice somewhere else in the network, for his owan starage.

Approaches inciting peer cooperation and ensurgwure storage and storage fairness are generaidban
reputation. The reputation value of a peer is aluation of its past behavior used by other peemvaluate how
trustful it is. In a data storage application, pefavor storing their personal data at well famiétirggs. Peers with a
bad reputation are on the contrary gradually isoldtom the storage system.

Most approaches to building reputation systems raeking simplifying assumptions on the instantaneous
propagation of indirect reputation information anduthe system and on the willingness of peers teecty and
fairly propagate such information. We propose iis fraper a new reputation mechanism that relieg onldirect
observations thereby serving a twofold objectiveiting peers to check the availability of othedsita and at the
same time estimating reputation based on the \eswylts of verification.

The remainder of the paper is organized as folld&extion 2 gives an overview of the P2P data seoves are
intending to enhance with a reputation mechanismd,@esents the attacks that this system is expos&gction 3
describes the reputation mechanism and particutadyes the satisfactory use of direct observatinrestimating
reputation values. Section 4 discusses implementassues of the reputation mechanism on top o2R forage
system, notably regarding the mitigation of dervélservice attacks on the reputation mechanismti@e&
validates the ability of the reputation mechanisnfilter out selfish peers from the storage systerd to improve
the availability of stored data. Section 6 covelated work. Section 7 finally presents our coniclgdemarks.

2. P2P storage: An overview

A P2P storage application allovesvner peers to store their personal data in replicaseseralholder peers. A
stored data replica is periodically checkedveyifier peers on behalf of the owner. The verificationgass relies
on a secure data possession verification protaediscussed in [4] and [5]. Peers interact wittheatber based on
trust relationships that are established throughitegion: the higher the reputation of a peer,rtfoee trustworthy
and reliable it is believed to be.

2.1. Data storage

The storage of data in the system relies on sepbases:

- Verification delegation: The owner delegates the task of verifying dataestan the system to well reputed
peers.

- Data storage:The owner storesdata replicas at peers that are selected withehgeof verifiers.

- Verifier checking: Each verifier checks the storage at the holderguairsecure data possession verification
protocol. With the result of this checking, theifier updates its estimate of the reputation valtithe holder.

- Owner checking: The owner receives verification results from arifiers. It checks the consistency of these
results: if more than half of the verifiers agrae the same result, it accepts that result as theecoone;
however, if there is no dominant result, the own#lrultimately and opportunistically check the @eadility of
its data at the holder by itself. With this a posté checking, the owner decides if it must agegplicate its



data in the system with new holders, and at theesame it updates the reputation values of the lkbgc
holders and of the verifiers.

- Data retrieval: The owner retrieves its data from holders, whioke$ them from their obligations. This
operation may be assisted by verifiers to enswaedata are actually sent back to the owner.

2.2. Adversary model

The adversaries that we consider for such apphicadre peers that do not correctly follow the rql@sner, data
holder, or data verifier) that they agreed to carny, and trick the reputation system for any peszk personal
benefit: they seek to use the system storage witbmniributing their fair share, or intentionallitack other peers
or their storage in the system. In the following axamine ways which peers may use to subvertejmatation-
based P2P storage system.

Storage related attacks:

- Free-riding: free-riders are peers that do not contribute ¢ostiores community, or that may destroy some data
they promised to keep in order to optimize theinastorage resources.

- Collusion between holders:Holders collude so that only one of them keep dapdica, and the remainder of
holders are still able to answer challenges tofieesi by invoking the holder with the replica, ahdnce
increase their reputation at these verifiers. Takusion is mitigated by personalizing data regdicstored at
different holders as proposed in [4] and [5].

- Maliciousness: Malicious peers aim at destroying either datala infrastructure with DoS attacks (e.g.,
flooding), even at the expense of their own resesirdlaliciousness can be prevented using commanisec
countermeasures for DoS attacks.

Reputation related attacks:

- Lying: aliar is a peer that disseminates incorrect obsEmston other peer§umor spreadiny in order to
either increase or decrease their reputation. @etldiars may form a collective of peers that cinespagainst
one or more peers in the network by assigning tgfddw reputation to themb@d mouthiny and high
reputation for themselves.

- Collusion between owner and holderThe collusion aims at increasing the reputatiothefholder at honest
verifiers. Just lying to verifiers supposes thasevations of peers rely on external recommendsitidowever
without these recommendations, peers may stillidrevable to lying using such type of collusion wehéhe
owner pretends storing bogus data at the holder.

- Collusion between holder and verifier:The aim of such collusion is to advertise the iyalf holder more
than its real valuebg@llot stuffing thus increasing its reputation at owner. Buf] 8te owner may ultimately
and opportunistically check by itself storage dtleoto make its own view on the holder.

- Sybil attack: If peers are able to generate new identities Ht they may use some of them to increase the
reputation of the rest of identities either by tyjor pretending to have several roles at the sanee

3. Reputation mechanism

We propose a new reputation system for P2P stappglkcations that allows estimating the trustwaordss of peers
based on experiences and observations of their htsaviors. In the following, the different featsiref our
reputation system are thoroughly described.

3.1. Behavior observations

The reputation of a peer is estimated based oolikervation of its behavior by third parties. Thenantics of the
information collected can be described in termdiéct (or local) or indirect (or system-wide) obs#ions. Direct
observation amounts to the compilation of a histfrpersonal interactions by one peer towards amngiker when
being the owner of data stored at the peer orrsgras verifier of this peer. On the other handiread observation
refers to any reputation information received frother peers in the system. There are substantimhemication
savings to be gained by limiting observations t&t jorivate interactions even though indirect obaton may be
only partially disseminated or piggybacked on oatynmessages. Besides, using only direct observatiy delay
the evolution of reputation.



3.1.1 Analytic model

This section discusses how to compute the gairhobsing one way of observation reciprocity over ttiger in
terms of the level of correctness of gathered wdjmrt information.

Considering two peerp; andp,, wherep; desires to have correct observationspgnPeerp; may perform a
correct observation itself or may receive obseoveti from other peers in the system that may beecbror
incorrect. Our model assumes that incorrect obsienaare received from dishonest peers only. Lgtienote the
fraction of dishonest peers in the total population

We define a quality level for the estimated obsgovawith two extremad andO . An observation of qualityD
is correct, and an observation of qualiy is incorrect. Observation may be null to refetthie situation wherg,

does not have any observation on pgedindistinguishably from the worst reputation).
First of all, the probability thgh; knows about th@,'s behavior is compute(it must at least obtain the result of

one interaction involving,); the estimated observationmf denoted, is then derived for three different cases:

- Observations based only on storage respitenly takes into account its personal interactiorith \w, as an
owner peer storing data jat

- Adding observations based on verifications respitenly takes into account its personal interactiorth w as
an owner storing data pt or as a verifier for other peers’ data storep,at

- Adding observations based on peer recommendatmriakes into account both its personal interactiam$ a
opinions expressed by other peers with respegt. to

Observations based only on storagéelthe probability thap,; knows about the behavior pf is equal to:
ProH p, knowsp,] =6, =Axr/(n-1)
J being the average storage rate of peersndraing the number of peers.

Since personal observations are always correctestimmated observation quality may only have twlues: a
correct observation or no observation.

Proo, =0] =6
Probjo, = 0] =0
Proo, =0] =1-6,
On average, we have:
0,=6,%0
Direct observations based on storage or verificatim The probability thap; knows about the behavior pf is
equal to:

Prol p, knowsp,] =6, =1-(1-6,) x
1-6+6x1-m/(n-2)")""
The estimated observation quality may have twoeslaorrect observation or no observation.
Prolo, =0] =6,
Proo, =0] =0
Prolo, =0] =1-6,
On average, we have:
0, =6,%x0
Including observations based on peer recommendatienThe probability thap,; knows about the behavior of
p. is equal to:
Prob p, knowsp,] =6, =1- (1-6,)""
y being the fraction of the peer population to which reputation is propagated.
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Figure 1 Average observation quality: (a) varying r and (b) varying m. n=1000, A=0.1, y=0.3, m=10,
w=0.3, n=0.3.

External observations may either originate fromdstrpeers or from dishonest peers. Reeeceives at best (1-
n)Xyxn observations from honest peers apgxn from dishonest peers. Observations from honestspae all
correct; and observations from malicious peersabsays incorrect. Fok andk’ not null observations respectively
received from honest and dishonest peers, the gevhaservation quality is denoted iy whenp; has a direct
observation, and by, , whenp; does not have a direct observation:

te = (- W0 + (ko + K'0)/(k +K)
t' o =W(ko +k'0)/(k +K')

w being the weight thai; gives to averaged system-wide observations withe@tsto local observations. Fox k
<(L-n)xyxnand & K <xxyxn, we have:
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Prob[d, =t,] = (Ci, 0" L= 8,) ")

@=mm
x(Cpay A=6,)"")
Prou:ag = tlk] = (Ck ezk (1_ 02)(1—U)m—k+1)

@mn
X(Cpn8, (L= 6,)""%)
Prodotherwisg¢ =0

The valueCk(l.,,)nyn (respectiverCkVWnyn) is the number of combinations kfrespectivelyk’) peers from the set of
honest (respectively dishonest) peers from wigclyathers observations. A certain probability oerattion is
attached to the observations of both honest arebdest peers. This is due to the fact that evemgih@eers have to
provide cryptographic proofs that they had intdoaxst with p,, even honest peers cannot always provide proofs of
correct observation: for example, the observatibthe absence of any response frpsrcannot be proved; or the
peer sending an observation may be in collusioh pyit

Using the Vandermonde's identity, we have on awerag

0, = 6, (1~ W) +W((1-77) X0 +17 % 0)
Comparison: Seeking for simplicity, we choose quality obsemasi such a® =1,0=-1. Thus, we have:
0,=6
0, =6,
3, = 6,(L- w) + w(l- 27)

The average quality of observations is computetthénthree cases. Figure 1 demonstrates that thejbalgy is
obtained in the second case where all direct obtiens are taken into account which is the choieewade in the
reputation mechanism proposed in this paper. Bhidbtained for a minimum replication rate 15 form=10) and a
minimum number of verifiers per replica¥40 forr=7).

If the ratio of maliciousness in the system incesasthe quality of observation in the case withirguat
observations linearly decreases with this ratioydner this quality is not affected in case of direloservations, as
it is depicted in Figure 2.

| | | | | N
| | | | |

0.8 I I I I I
0 01 02 03 04 05 06 07 08 09 1

fraction of malicious peers

08 T T T I T T T T T
P .
‘e, | I I | == \\ith storage results
., | | | h .
0.6 - Jf,: -~~~ — | === adding verif. results
2 Doty [ e adding indirect observ.
= 3
g 0-4777\777\’*.(\777\77777777T77T77\777’
o | | Yo, 1 | | | | |
et | | [IREN | | | | |
o 02— —r————"——%;~79-"~"7-"~"7T-~T1- -1~
% --'F--!--!--'F‘l'.-!--!--'!'--!--!--'
> | | | | MR | | | |
5 0 ; ; ; T — " " "
”n | | | | I %ey | | |
Q | | | | | *e, 1 | |
O 02k --F--m—-l—— - —H -4 =g - -t - — —
g I I I I I I fo,, I
I | | | | | | RN |
© 04F—————l—-——lm —dm —H—— A —— 4 — = P — - — —
> | | | | | | | IR
< I I I I I I I I e,
O L e [ [ L Tk e M2
| | | |
| | | |
1 1 1 1

Figure 2 Average observation quality varying the fraction of malicious peers. n=1000, A=0.1, y=0.3,
r=7, m=10, w=0.3.

Figure 3 shows that increasing the peers’ populatieanbem leads to a decrease in the quality of observations
in the three cases, especially cases with theie&tidns results taken into account. For a largaugagion, indirect
observations case becomes more advantageous is t@frrobservation quality than the case with jusedt
observations.
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Figure 3 Average observation quality varying the number of peers. A=0.1, y=0.3, r=7, m=10, w=0.3,
n=0.3.

3.1.2 Observations in our reputation mechanism

In our reputation mechanism, the estimation of tafien solely relies on direct observations: eithetween a
verifier and its assigned holder or between a dataer and its data holder. The verifier checkirgyage at some
holder can estimate the degree of cooperationisfhtblder. Using verifications results sent backvhyifiers, the
owner can estimate the likelihood of its data alality at the very holder. These estimations aeduto compute
personal reputation values towards a given holded are locally stored at each peer in a reputdisin No
propagation of reputation is necessary which avtiidproblem of liars and also the effect of rusreading.

3.2. Reputation computation

Our reputation function is based on the simple rhoflieinear Increase Sudden Death (LISD) (see Egir when
a peer observes that another peer is still keegatg stored, it linearly increases its estimateepfitation of this
very peer; however, if it detects that the peer destroyed data it has promised to store, it clézesreputation
value to 0. Initially, all peers start with repudat 0. This means that selfish peers changing ideintities do not
gain any advantage of that, because they still lzaveputation of 0. We didn’t use a blacklistingdabwhere
whenever a peer destroys data, it is blacklisteddrifiers and the data owner, because the caudatafdestruction
or corruption may be due to a crash or fault atpiper hence blacklisting may produce a lot of falgsitives which
may severely reduce the number of peers coopersifitigthe owner. Other trust models can be adofikedfor
example the Additive Increase Multiplicative DecgedAIMD) mechanism.

Positive

Reputation(peer)€ 0 observation?

Reputation(peer) &
Reputation(peer) + a

Figure 4 LISD reputation model: a parameter for linear increase.
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A reputation value must be expressive of the exqgebiehavior of a peer, and should be representafivs
recent behavior rather than its old rating assigteedt. Therefore, a decaying factor is incorpodaiato the
reputation function (see Figure 5).

Elapsed time period

Reputation(peer) < d x Reputation(peer)

Figure 5 Decaying reputation function: d is the decaying factor

3.3. Interaction decision

An interaction between two peers is effective hi reputation of each peer at each other is hitjtaar a certain
threshold value: potential holders or verifiershaitcept the owner request if the reputation valtithe owner is
higher than this threshold. The threshold is vdeiaver time depending on the current state of pem example
of such threshold is the mean function of reputatialues: a peer interacts with another peer ifépaitation of this
latter estimated by the first one is higher thanriean of all reputation values it is holding.

4. Implementing Reputation with Storage

In the P2P storage system, we rely on the consgtruof groups in which we evaluate peers reputatiteers store
their personal data in their group. The securitgatf stored is the responsibility of group mempgirngen that they
are periodically verified by some group membersafaailability and no corruption.

No
interaction
with peer

Reputation(peer) >
Threshold(system(t))?

Interaction with peer

Figure 6 Interaction decision

4.1. Group construction and management

Peer groups are dynamic with members that join laade the group at anytime. Such group-based enthie
allows only intra-group interactions, and thus peestablish rapid knowledge of the trustworthingfstheir group
fellows. Moreover, the group ensures a minimumllefgood behavior: whenever a peer misbehaveagistation
at the group decreases until a threshold at whishejected from the group.

Peer groups are created either in a centralized ardecentralized manner. Centralized managedpgroan be
constructed at outset by an authority like partmgrgn [10] that may tackle as well the task oftdimiting the group
key to all members. On the other hand decentralgredps are cooperatively formed at will by its niems and
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they rely on collaborative group key agreementguols (e.g., [6], [7]). The group key controls thecess to the
group, and ensures secure and private communidagioveen its members.

In the group, peers have unique identities. THe afsSybil attacks can be mitigated by imposing enmbership
fee for peers willing to join a given group, orandecentralized way constraining the number oftatians any
group member possesses as proposed in [8].

4.2. Self-organizing peer selection

The reputation-based P2P storage system allows pestore their data at well reputed peers, theehns, and also
proposes to owners to delegate the verificatiotheif data to other volunteer peers, the verifiers.

4.2.1 Verifier selection

A data owner desiring to store a data replica exdiaistem first sends a verification request taitaup members.
From peers answering to this request, the ownectah verifiers based on their estimated reputation l|eaed
then acknowledges them including in the messageligheof the m chosen verifiers. This information is a
commitment from the owner to the verifiers’ listh@ distribution of the verification task to severarifiers
mitigates the collusion between the holder andarseveral verifiers (with number at least lesstimé3).

4.2.2 Holder selection

To avoid collusion between the owner and the holdelected verifiers will choose altogether thedkolfor the
owner. Each verifier proposes a list of well reput®lders to the owner (see Figure 7). From thes#iers’ lists
and taking in account the rating order at theds, Ithe owner constructs a short list of potert@ters. The owner
sends a storage request to the holder on top afhbg list. If the holder does not accept theaerrequest, the
owner sends the same storage request to the nieberhio the short list, and so on until one holdecepts to store
owner’s data. Then, the owner informs the verifigishe holder that they have to check, includinghe message
the metadata for data verification, verifiers’disand the final short list. Verifiers may oppoittically check the
holders that have refused to store owner’s dathetoonvinced that the owner did actually requestt storage and
they refused. With all this information, verifiezan be sure that the owner respects their chaoesthat there is no
premeditated collusion between the owner and theeholf the owner does not agree with the holdstsrt list it
may form a new one with the help of other verifiers

(0] V1 V2 H
L, = list of
reputed holders
L, = list of
_, reputed holders
=]
<
Short-list Storage
of holder request
D Accept
<
H! L1! LZ N
H! L1, LZ

N
>

Figure 7 Holder selection: the owner O selects a holder H with the help of verifiers V1 and V2.

It is clear that the operation of holder selectiequires several communication messages betweawher and
verifiers that might be grouped in a single mukicanessage; nevertheless, this is the price totpabtain a
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contracted agreement between owner, verifiers, lawider, and particularly to avoid collusion betweany
participants in this agreement.

5. Simulation experiments

To validate our reputation-based P2P storage systenimplemented a custom simulator whose framevi®ikt
first described, and then results of simulation@esented and analyzed.

5.1. Framework

The self-organizing network is a modeled as a das# of peers with a fixed storage rate and pergi9ehavior

(peers keep their behavior types during the siroriatWe consider three behavior types:

- Cooperation whereby the peer concedes storage space for ptes’ data and sends correct verification
results to owner.

- Passive selfishnesshereby the peer free rides by using the storffgeeal in the network without contributing
its equal share.

- Active selfishnessvhereby the peer only probabilistically conserstata stored and gives incorrect verification
results to the owner with some probability.

5.2. Simulation results

The framework is simulated in different scenario®ider to analyze the impact of system parametedschoices
on the convergence time of the storage system 8table state where cooperative peers store théwr af
cooperative peers.

Filtering out of selfish peers.Figure 8 shows the composition of holders in teahtheir behavior types with
time. In order to pick the right holder for the aavnverifiers’ choices are sufficient to distinguisooperative peers
from selfish ones, and allow the selection of apawative holder rather than a selfish one. Aftessi¢han 20
simulation cycles (cycle = time verification perjpdooperative holders are 90% of the total holderthe storage
system.
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Figure 8 Ratios of cooperative and selfish peers holding data for other peers. A=0.5, n=100, r=7,
m=5, n=0.5 (0.4 active selfishness, 0.1 passive selfishness).

Figure 9 shows that after just 10 simulation cyc8896 of owners are cooperative peers. This dematpstthat
cooperative peers are very active for storing daare than selfish ones that are gradually deriedstorage of
their data in the system.
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Figure 9 Ratios of cooperative and selfish peers able to store data in the system. A=0.5, n=100,
r=7, m=5, n=0.5 (0.4 active selfishness, 0.1 passive selfishness).
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Figure 10 Data stored in the system per peer for LISD and blacklist trust models. A=0.5, n=100, r=7,
m=5, n=0.5 (0.4 active selfishness, 0.1 passive selfishness), failure rate=0.5%.
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Figure 11 Average ratio of data loss using our reputation mechanism. A=1, n=100, r=7, m=5, n=0.8
(0.7 active selfishness, 0.1 passive selfishness).
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Reputation computation. Our trust model (linear increase sudden deathtompared to a blacklisting
mechanism. Figure 10 depicts the amount of datedto the system per peer and per simulation cuslieg LISD
and blacklisting trust models. The figure demonestdhat with a failure rate of 0.5% the blackfigtbased model
has a lot of false positives and may cause theesy$d collapse, i.e., no peer is able to store oathe system.
However, with our trust model, selfish peers ar&lkjy filtered out compared to the blacklisting nebdand then
cooperative peers if they fail may still have chesto regain the confidence of peers.

Enhancing data availability. The availability of data in a storage system isegalty increased with data
redundancy mechanisms (e.g., replication, erasates). We show in Figure 11 that data availabitityy still be
jeopardized due to the high selfishness of somespead can be enhanced using our reputation mischafmhe
figure depicts the ratio of data replica loss fastarage system using our reputation mechanismfand simple
one based on a random selection of peers for stoFagy the simple model, data is destroyed if tvaar selects
selfish holders (with a probability). The storage system with our reputation mechahiasna low ratio of data loss
as a result of the eviction of selfish peers frartipipating in the group (as shown earlier).

6. Related work

There have been some reputation-based approachegifing cooperation in P2P storage systems qaletrly for
backup applications. The following presents sonpaiteion schemes that mostly reflect this literatur

The Free Haven project [9] consists of a set ofessrcalled servnet community where each servets tasta
from other servers in exchange of the opporturotytore data of its own in the servnet. Cooperaitimentives
relies on a trust module on each server that masi@a database of each other server in the serlaggling past
direct experience as well as what other server® lsaid. The reliability of storage is mainly basmd data
redundancy in the servnet. The Cooperative InteBagkup Scheme [10] proposes to enhance data itiyiaiy
allowing peers to periodically challenge their pars by requesting them to send a block of the=dtdiata. The
trust model of the scheme is based on a blacldistirechanism: if a partner is detected of destroydatp
voluntarily many times beyond some threshold, teerpmay decide to establish a backup contract avitifferent
partner. The approach thwarts selfishness of stopagrs by punishing them using the tit-for-tadtsiyy. However,
these peers may still be able to store their diswdere in the system. Our solution is more adhpiestorage
applications: results of periodic storage checkamg used in building a reputation mechanism thimwal the
filtering out of malicious peers from the storagstem. Compared with the Free Haven approach, @shamism
does not require reputation information to be pgapead between peers, hence preventing the damaffiext of
liars in the reputation mechanism. Moreover, b&fhajhd [10] did not study the security of their eggches against
selfish or malicious behaviors.

7. Conclusion

We described a new local reputation mechanism &P Btorage systems in which peers’ observatiorginatie
from periodic verifications of data stored in thestem. This approach allows a fast isolation ofigelpeers, and
prevents several further malicious behaviors, lastilated by a probabilistic model and simulatibased on fixed
peer strategies. Additionally, we proposed a grbaged design for the reputation management thatfinather
types of networks such as social networks.

As future work, we plan to validate the abilityadr reputation mechanism to incite peers to chaosgoperative
behavior over a selfish one using for instance wiaary game theory models.
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