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The wireless metropolitan network standard for WiMAX, IEBB2.16, defines
various high speed mechanisms that provide wireless ldstbnbadband access in
Metropolitan Area Networks (MANs) at a cost much lower theaditional cable,
DSL or T1 technologies. A typical scenario for the use of WiKifs for it to pro-
vide broadband Internet access to various users in one @ budidings via rooftop
antennae. This emerging technology provides a very aitteaatternative to the 3G
technology which is based on cellular networks. The low cb3iFi deployment is
obtained at the cost of much smaller coverage. The WiMAX i$ pla global stan-
dardization effort of the IEEE that involves not only thedb®ViFi networks (IEEE
802.11) but also regional networks (IEEE 802.22).

WIMAX, supports several advanced techniques, such as Adapntenna Sys-
tem (AAS), Adaptive Modulation and Coding (AMC) and Conuidmal Turbo Code
(CTC). IEEE 802.16e defines five QoS classes: i. UnsolicitethGService (UGS) for
constant-bit-rate, delay-and-jitter-sensitive applares such as Voice over IP, ii. real-
time Packet Service (rtPS), also specified for streamindjegtipns but with higher
priority on all other classes, iii. Extended rtPS (ErtPSJsad bound on the jitter, iv.
non-rtPS (nrtPS) for elastic applications and v. bestre{tdE).

The implementation of these QoS classes takes place at tii@Ibfer via a clas-
sifier and a scheduler. It operates at the flow level, defineal ¢Brvice flow ID and a
connection ID pair, uplink or downlink direction and a set@S metrics.

This general survey is composed of two parts which corregporvorkpackages
WP2 and WP4 of the WINEM project.

In chapter 1 we survey issues related to information-th@ofermulation of ca-
pacity in IEEE802.16 WIMAX, with a focus on the PHY layer. Maoptimization
problems can be stated due to the numerous possible choites optimization cri-
terion (minimum sum power, maximimal sum rate, fairness alhds variants, ...),
which come with related algorithms. In chapter 2, we pre§éMAX capacity under
the networking point of view, and related radio resource ag@ment issues. The bulk
of scheduling and CAC solutions proposed by researchesEt6E 1802.16 is being
presented. We first provide an overview of the main featureggsed by the standard
to support QoS and then outline the challenges that showdd theessed when design-
ing a new scheduling or CAC solution. Along with the desaoiptof each proposal,
a comparison outlining the advantages and limits of eadltisal is being presented.
Then a focus is made on the MAC layer and an Erlangian apprafastem capacity
optimization is presented.

For an easier reading a list of all acronyms used in this tapgrovided on the
following page.
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Chapter 1

Information theoretic capacity of WIMAX

Tijani Chahed (GET/INT), Laura Cottatellucci (EurecompdRid Elazouzi (LIA), So-
phie Gault (Motorola), Alberto Suarez Real (Eurecom)

1.1. System description

The first version of WiMAX, for fixed broadband access in the6BOGhz range,
was started in 1998 and was completed in October 2001. It manded in version
802.16a to behind 2-11 GHz in January 2001. Version 802.dGapleted in Janu-
ary 2004, brings some enhancements in the uplink. Versi@nl8e is mainly about
mobility and asymmetric links.

The WIMAX Forum [WiMb] was created to promote inter-opelpibetween
proposals and products which produce many options in PHYNWAG layers, both
in licensed ranges (2.5-2.69 and 3.4-3.6 Ghz) and unlickoses (5.725-5.85 Ghz)
[GHO 05]. And hence a confusion on performance, in terms phac#y/rates and
coverage.

The design of 2-11 GHZ PHY layer is driven by Non-Line Of Sight OS) com-
munications. Standards a and d define three possible aceesmnisms : SC (Single
Carrier), OFDM (256 carriers, with multiple access based BMA) and OFDMA
(2048 carriers, multiuser OFDM by giving a subset of casrterindividual users).

A variable channel bandwidth, an integer multiple of 1.25,dnd 1.75 MHz with

a maximum of 20 MHz, has been adopted for global implemenmtaBut this choice
is being narrowed down by WiMAX Forum.

11
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1.1.1. Subchannelization

This refers to the dedicated allocation of blocks of subeesrto users and not
single subcarriers, following either a distributed modbijcl improves frequency di-
versity and robustness, or the adjacent mode, which inesaasiltiuser diversity.

In the distributed subcarriers allocation, full channefedsity is obtained by dis-
tributing the allocated subcarriers to subchannels usipgranutation mechanism.
This mechanism is designed to introduce frequency diyeriiis minimizing the
performance degradation due to fast fading which is charatic of mobile environ-
ments. In addition to that, WiMAX standards [802 04, 802 (@ afy two different
distributed allocation modes: The FUSC (Fully Used Subnk#nation) mode where
all subcarriers are used to form subchannels in each celthePUSC (Partially Used
Subchannelization) mode where the frequency band is divitte three segments.

For illustration, with an FFT size of 1024 and after resegvihe pilot and guard
subcarriers, a FUSC allocation will correspond to 16 subokbs of 48 data subcarri-
ers each, while a PUSC allocation will correspond to 30 sabuohls, each containing
24 data subcarriers. Note that assigning subcarriers tchaminels in PUSC is a bit
complicated, as it employs two permutations:

— An outer permutation divides the subcarriers into six mgfoups of clusters
using a specific renumbering sequence.

— An inner permutation operates separately on each majapgdistributing sub-
carriers to subchannels within the group and is based onW&CHermutation with
distinct parameters for the odd and even major groups.

This is illustrated in Figure 1.1, where two groups are assigto one segment
corresponding to a sector of the cell. Note that a segmentisanbe allocated to a
cell in an omni-directional setting.

The adjacent allocation corresponds to the WIMAX AAS (Adseah Array Sys-
tems) mode, designed to support MIMO techniques and adaptadulation. Note
that, in order to achieve a frequency diversity, mobilesgsidjacent allocation may
hop rapidly between different subchannels during theirmomication times.

1.1.2. Adaptive Modulation and Coding
The idea behind Adaptive Modulation and Coding (AMC) is tansmit at the
highest possible data rates when the channel is good, ancgtes/when the channel

is bad, so as to avoid excessive dropped packets.

Versions a and d define 7 modulation and coding combinatifams;obustness
versus rate trade-offs, depending on channel and intexfereonditions. These are
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Figure 1.1. Construction of groups and segments in the PUSC allocation
mode.

the same as in 802.11 a and g, the only difference being thstAXiuses outer
Reed-Solomon code concatenated in an inner convolutiama. dnterleaving is used
to reduce the effect of error bursts. Turbo coding is opfigimereases capacity but
also delay and complexity). The difference between the blp(UL) and DownLink
(DL) is in the length of the preamble (to help the receivertwvgiynchronization and
channel estimation): it is short in the UL, long in the DL [GHS].

The AMC controller tunes transmit power, transmit rate &elation) and cod-
ing rate, as a function of Signal-to-Interference-anddddratio (SINR). The perfor-
mance depends on many factors : BLock Error Rate (BLER), AR®Q and power
control vs. waterfilling for instance (more power to strongigannels, not always true
in practice where some savings are possible [AND 06]).

1.1.3. Diversity

Four types of diversity exist in OFDMA-based WIMAX : multieisdiversity (be-
tween users), spatial diversity, frequency diversity\{lgetn subcarriers) and time di-
versity (by allowing latency).

Note that although these diversities bring gains in capatiey are not necessarily
additive. For instance, multiuser diversity gain reduce®/iMAX because of spatial
diversity and the need to assign users contiguous blocksoaisriers.
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1.1.4. MAC functionalities

The MAC layer is composed of Convergence-Specific (CS) anchr@on Part
(CP) sublayers. CS maps transport layer specific traffic igblks, any-traffic MAC
layer units. CP is responsible for fragmentation of MAC SDit® PDUs, QoS,
scheduling and retrasmissions. Details of scheduling eservation management are
left undefined in the standard.

The MAC frame structure is as follows (see Reference [KIM]P5@he MAC
frames are composed of two main TDMA subframes, one for tlventiok and an
other one for the uplink. For the needs of the connectivitggtwe focus only on the
uplink subframe, itself partitioning in four TDMA subframeThe first three are re-
served for the CAC : initial and maintenance connection. [akeone carries the data
transmission through numerous time slots. The whole cgpaareatly improved by
using, for all these subframes, several OFDMA frequendidsreover, the ranging
intervals can manage a large number of contending conmebtoause each of the
three time slots uses CDMA technique. This allows to shagectiannel resources
through all contending nodes as well as minimize the coltigirobability. Figure 1.2
shows all these specificities. On this, only a single time atal its OFDMA sub-
channels concerns the CAC process. the figure 1.2 sketchesheriodic Ranging
and Bandwidth Request Ranging interval". All our study aahsharacterizing the
arrival, collision and queuing process for the requesthirives in this interval.

3 OEDMA Symibols o
Down-link interval —- Up-link interval _—
—»] >
Traffic Burst #1] Traffic Burst #2 Traffic Burst#1 | Traffic Burst #2
DL_ Frame . -
- " Tralfic Traffic
Steii Traffic Burst #3 rallic e Traffic Burst #4
L. Burst #4 Burst #3
Dow n-link|
Preamble iy g
i i Iraffic Burst #5 o Bl
Frequency
UL_MAP .
Tralfic Burst #(0M- 1) T Traffic Burst #M-1)
Time
, Time

Up-link Contre

ol oy . . .
Initial Ranging, Hand Off Ranging interval Symbol Interval Periodic Ranging, Bandwidth Request Ranging

interval

Figure 1.2. IEEE 802.16e MAC frame format

The bandwidth request principles are as follows. Once a i®deamed to its
cell, it can engage a bandwidth request. The procedure depenthe node state : if
the node is silent, it uses the contention time slot in thedBadth Request Ranging
Interval. Else, when the node is still transmitting, theuest is achieved by using
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an aggregate or incremental bandwidth request in its daerved time slots. The
incremental one is required when a node needs more resodtvesther one allows
to reevaluate, often periodically, the node needs.

As soon as a node wants to send data, it chooses one of ttmles composing
the dedicated bandwidth request code family, and procedattsdemand by transmit-
ting its coded request through the bandwidth request rgrigierval. These requests
follow a backoff process in case of collision in the seleatede. A collision occurs if
two or more nodes have chosen the same code in the same ramgingl.

Note that the communication way used in the IEEE802.16alatanis far more

complex than any other wireless communication. Thus, thee Istation (BS) has

to manage, CDMA coding and decoding, resource allocatiom ficheduling, etc,
from one TDMA frame to the following one. So, the incoming nention requests
wait some MAC frames before receiving any response. In thetmobile waits its
bandwidth response until a timeout threshold. The IEEEB®2 standard version
defines the timef’; as the maximum MAC frame number that a contending node can
wait before considering that its request has been lost owitleéess channel, or in the
BS request queue.

1.1.5. Optional features

Space Time Block Codes (STBCs) are optional and can be ingpited in the
DL to provide increased diversity. Its implementation istgyrobable in WIMAX
as the latter shall adopt two-antenna transmit diversitygudlamouti code. Receive
diversity is also envisioned as it requires no extra trassion effort [good for coop-
eration).

Intelligent, ie, adaptive, antennas are optional (to inaprepectral efficiency of
the system). Point-to-multipoint (PMP) frames are definetth for the UL and DL.

1.2. Achievable rates and resource allocation in single cells: Problem formula-
tion

This section is dedicated to define the concept of capacityaximum achievable
rate in single cell OFDMA networks and to illustrate the dpedblem of minimum
transmitted power under target rate constraints. The dgdinon problem of deter-
mining the maximum achievable rate is inherently relatetheoresource allocation
problem. In single-cell OFDMA networks the resource altawmaproblem consists
in assigning the subcarriers to the active users in the myated in determining the
corresponding transmit powers.
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The problem of maximizing the achievable rate under powestraint and its dual
problem of minimizing the transmit power under target ratestraints correspond
to optimize the system from two different perspectives: ersisperspective and a
network perspective. From the users’ perspective, the sitlm achieve a certain QoS
characterized by simply a rate (elastic traffic) or a rateaduitional delay constraints
(rigid traffic) keeping the transmit powers as low as possifbhe network perspective
aims at maximizing the capacity of the system under maximawep constraints.

The problems consist in allocating both power and bandwiglibcarriers) so that
the constraints on powers or rates are satisfied and at theetsamthe system is opti-
mized with respect to the network perspective (i.e. the marn capacity is achieved)
or to the users perspective (i.e. the desired rate are azhigith minimum cost in
terms of energy). We assume that the problem admits a selufibe existence of a
solution should be guarantee by the call admission congdbpmed at higher lay-
ers. Thus, in the most general framework the problem cangigpintly allocating
subcarriers and powers.

In determining the the fundamental limits of the system waaldake into account
the fairness issue, extremely relevant in practical systérherefore, in Section 1.2.2
we reformulate the optimization problems enforcing fagseriteria.

1.2.1. General formulation

In this section we consider an OFDMA system withusers andV tones in the
downlink channel. The base-station and each user are esfliipith a single antenna.
We assume that the OFDMA system is designed in such a waydhhttene has flat
frequency response. The channel gain for usen tonen is denoted by, and
a system is impaired by additive white Gaussian noise wittawaec?, . Let Sy be
the set of tones allocated to uder Each tone is allocated to at most one user, i.e.
S; NS =0 forj+#kanduX S, C{1,2,...,N}. Letps, be the power allocated
to userk on tonen and~y,, = IhanQ/a,Qm . The SNR of usek on tonen is pi,Yin -

In the rate maximization problem, the total transmitted eovg constrained to
be not greater tha#’,,, and the objective consists in maximizing the sum rate. The
problem can be formulated as follows.
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K

Z Z Iogz(l +pkn7k’n)

k=1n€eSg

K
Z Z Pikn < Ptota

k=1n€eSk

S;NS,=0 Vji#k

uk S, c{1,2,...,N}

prn > 0 Vk andvn (1.1)

In the dual power minimization problem, each user requirgsramum transmit-
ting rate R, and the objective is to minimize the total used power. It canrathe-
matically formulated as:

minimize

subject to

S o

k=1neSg

Z |092(1 +pkn7kn) Z Rka

neSy

S;NSy=0 Vj#k

UK Sk C€{1,2,...,N}

prn >0 Vk andvn (1.2)

The first problem is more appropriate for bursty applicati@s data traffic, whilst the
second would be more suitable for fixed-rate applicatiomsh &s voice traffic.

For the uplink channel, the rate maximization problem carfdsmulated in a
similar way. The unique global power constraint in (1.1) ub&tituted by a set of
individual power constraints, one constraint for each @frsis More specifically, we

require{zgzlp;m =P, k=1,.. .,K} .

By making use of the duality of the Gaussian multiple-acesgsbroadcast chan-
nels [JIN 04] it can be shown that, given a set of minimum regfirates, the total
energy required is the same for uplink and downlink.
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In general, the optimization problems described above areonvex. It is nec-
essary to find the optimal subset of subcarriers for eacheofiflers, and the problem
turns into a combinatorial problem with exponential cormjtiein V.

In order to simplify the problem of resource allocation, taygproaches are pos-
sible: either to solve the joint optimization problem witls@optimum approach or
to split it into two sub-problems, frequency allocation gralver allocation. In the
uplink, both power allocation and subcarriers assignmantie done in a centralized
or in a distributed way.

1.2.2. Fairness

It may be advisable to consider fairness criteria to perfareresource allocation.
In fact, the sum rate maximization techniques assign subcsito the users with the
best channel gain, and when path loss gaps among usersga €lileely scenario in a
wireless environment), most of the resources are assignadiall subset of users,
and the ones that experience low channel gains may receidataoSeveral different
optimization criteria can be adopted to enforce a fairelvdur of the system. The
most relevant fairness criteria are illustrated in thidisec

— Max-min problem. The objective is to maximize the worstrusspacity. The
problem is formalized as follows

maximize i y
Inkln Z |092(1 +pkn7kn)
neSy
subject to : same constraints as in (1.1)

This formulation provides maximum fairness between uskus,it is not well
suited to scenarios with users requiring different ratesesponding to different ser-
vice levels.

— Proportional fairness. The objective is still the maxiensum capacity, but a set

of constraints is imposed to guarantee that proportiones@mong the different users
are maintained for each channel realization. The probleorisalized as follows

K
o 1
maximize,, >y 77109 (1 + P i) (1.3)
k=1neSy
subject to: same constraints as in (1.1),

and the additional constraints
RliRQZ...ZRK:(Sl1522...25;{
where{§;} X, is a set of fixed values

ensuring proportional fairness among users.
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— Hard Fairness. Within this strategy each user transmitssatwn desired rate,
independently of the actual channel realization. Indd&d,formulation corresponds
to the minimum sum power problem.

1.2.3. Unified approach

Let us introduce the utility functioti () of userk. The utility function is required
to be a nondecreasing function of the data rate. A unified déveonk for the above
mentioned problems in the downlink can be formulated asvdl

] =

maximize Uk(Ry) (1.4)
k=1
subject to Ry = _log,[1 + penyin]
Sk

Zpkn SPtOta Pikn 20

The general problem statement in (1.5) boils down to thes@dabsum rate maxi-
mization problem whet/ (r) = r. When fairness is introduced the slope of the utility
curve should decrease as the data rate increases. Thistgrppevents from assign-
ing the most of resources to a small subset of users with tighreel gains. 1U/(r) =
log(r) the unified framework (1.5) reduces to a proportional fassn@odel similar to
the one considered in (1.3). Utility functions of the folif{r) = f%, a >0
can also be considered. The parametetetermines the degree of fairness. Stricter
fairness requirements are enforcechaicreases. The max-min fairness is obtained
by lettinga — co.

In the following, we assume a continuous spectrum of sulezarrWe denote by
Dy, the frequency band assigned to the usand we assume that bands assigned to
different users are not overlapping. Then, the unified nesoallocation framework
is formulated as follows

K
maximize Z Uy (Ry) (1.5)
k=1

subject to Ry, = /D logo[1 + Bp(f)we(fld f

B
/O p(1)df = Pross p(f) >0
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where () is the ratio betweenh,(f)|?, the power spectrum of the channel of

userk, and the power spectrum of the noi8&,(f), i.e. vu(f) = % and

B= —1n(i'55BER)'
This approach enables to obtain only upper bounds on themeahce of practi-

cal OFDMA systems since the minimum granularity of subeasris finite in actual
systems.

From this unified framework several approaches steam:

— Subcarrier assignment. It is obtained by assuming a unifoawer allocation
over the entire available frequency band, péf) = 1

K
maximize > Uk(/ logy[1 4 By (f)]d f)
k=1 Dy

— Power allocation. For a given subcarrier assignniént} the power spectrum
p(f) is optimized in order to

K
maximize > Uk(/ logy[1 4 Bp(f)pr(f)]df)
k=1

Dy,

B
subject to /O p(F)df = Prots p(f) = 0

— Joint subcarrier assignment and power allocation. Thelsmeous optimiza-
tion of subcarrier and power allocation is performed for pheblem defined by ob-
jective function and constraints in (1.5).

1.3. Fundamental algorithmsfor maximizing the achievableratesin a multiuser
OFDM cell.

The algorithms presented in this section solve the problépower allocation,
considering two different quantities to maximize. Mulgusxtension are designed
for multiple access channels (MAC), i.e., the uplink traission.

In OFDM systems, waterfilling is the only algorithm that ssdwthe general prob-
lem of maximizing (Shannon) capacity subject to finite poa@nstraint.

1.3.1. Waterfilling for capacity-achieving Gaussian inputs.

The optimization problem which is considered in this partoidind the optimal
power allocation which maximizes the sum capacity in theegalrcontext of parallel
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Gaussian channels. The solution is given by the well-knowterfilling algorithm.
Waterfilling principle takes advantage of the problem dtrtes by decomposing the
channel into orthogonal modes, which greatly reduces thien@ation complexity.
This idea can also be extended to the multiuser case und&agheegate sum capac-
ity” 1 objective.

1.3.1.1. Model

In a genericK-user Gaussian vector multiple access channel (MAC), tiygubu
signaly received at the base station (BS) can be expressed as follows

K
y=> HiXi+z
1=1

where
—H; is the time-invariant channel matrix (uplink channel beaweiser and BS),
—X; Is the input signal transmitted by user
—z is the additive Gaussian noise vector with a covarianceixdgnoted as,.

Channels are assumed to be known to both the transmitterthamdceiver. Fur-
thermore, there is no cooperation between the transmitiessmismitted signal$x; }
are assumed to be independent and satisfy the power constrai

tr (Ex;x;]) < P; .

LetS; = E[x;x}], the power constraint becomeg®;) < P;.

1.3.1.2. Single-user waterfilling
For a single-user Gaussian vector channel, the signal gsipreis reduced to

y=Hx+z.

Therefore the sum capacity maximization problem is

- 1 1
maximize log [HSHT +s,| - 5 log S|

subject to tS) < P
S>0.

1. The aggregate sum capacity is defined as the sum of all capacitiescoa#elchannels and
over users.
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The problem resolution is as follows.

1) The first step is to take the eigenvalue decomposition ®fnthise covariance
matrix S,, which is symmetric positive definite

S, = QAQT
where( is an orthogonal matrix and is a diagonal matrix containing the eigenval-
ues.
The problem can then be rewritten

o1 ~onT
maX|m|ze§10g\HSH +1]

whereH is the normalized channel matrikt = A—/2QTH.
2) The second step is to take the singular value decompuosifid

H=FxMmT
whereF andM are orthogonal matrices atis a diagonal matrix containing singular
values{hi, ..., h,}, r being the rank oH.

Let us definés = M7 SM, we haver(S) = tr(S). The problem is then equivalent
to

. 1 -
maximize - log |2Su 41
subjectto  tS) < P
S$>0.
or in scalar form, witt§ = diag{p1,...,p,}

T

. 1 2
maximize 51og [H(hipi +1)

subjectto Y p; <P

After introducing Lagrange multipliek and solving more general Karush-Kuhn-
Tucker (KKT) conditions, we get the expressions of the optipower to transmit on

subcarriefi (1 =1...N)
1

_ hf?’
where) is the waterfilling level settled so as to satisfy the powerstiaint.

p; = max(A 0) (1.6)
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Figure 1.3. Waterfilling principle: allocated power corresponds to the height
of water that has been poured (between black curve and red linenlbut o
when red line is above the black curve).
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Figure 1.4. Constant Power Waterfilling principle: switched-off subcarriers
are the same as in classical waterfilling scheme, but power is uniformly
allocated on the remaining subcarriers.

1.3.1.3. Waterfilling variants

Several waterfilling variants exists.

In the context of fading channels ([GOL 97]), if subchanrstigistics are known,
Shannon capacity is shown to be achieved by waterfilling tiwee, which is also
known asstatistical waterfilling

Constant power waterfilling YU 06]) was thought in order to simplify transmitter
design. If we dwell upon Shannon capacity formula which isgidy log(1 + SNR),
we can observe the capacity is more sensitive to SNR when SNdwi Power has
thus to be particularly well allocated to low SNR subchaan€lonstant power water-
filling simply exploits this observation and consists imaliting zero power to sub-
channels that would receiver zero power in exact wateigiland constant power in
subchannels that would receive positive power in exactfittitey.

Another practical aspect is that waterfilling should be adered jointly with bit-
loading. Once power allocation is performed, bitloadireditionally follows and
consists in selecting a modulation and coding scheme adiapthe resulting SNR so
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Figure 1.5. Mercury/waterfilling principle: an intermediate step where
mercury is poured comes before waterfilling. The allocated power still
corresponds to the height of water.

that system constraints (e.g. target BER) are satisfied.M® ®argin, corresponding
to the gap of any practical systems w.r.t. Shannon theatetapacity, is introduced.
This gap generally includes an error margin, which is a gdéettor included to pro-
tect the modem'’s performance in case of unanticipated eategradation. Usual
gap values can be found for the design of DSL modems. Forriostaan uncoded
modem requires an SNR gap of 9.8 dB to operate at a symbol probability of
1077, gap that can be reduced by the addition of a coding gain. Arecan be made
is that since different constellations can be loaded, diffegap values should be used
over subcarriers. In spite of this, a constant%jaonsidered.

Mercury/waterfilling ([LOZ 06]) presented in detail in subsection 1.3.2 paniall
solves this paradox. This variant’s naming results frommaiagy with waterfilling:
a layer of mercuryis first poured (i.e. it lays under water) and the mercury tiegg
each subchannel is actually fitted to the loaded constatiati

1.3.1.4. Multi-user waterfilling

The idea of waterfilling can be generalized to multiple asadsannels. In such
channels, the sum capacity is maximized when using susecisserference cancel-
lation (SIC) (JCHE 93]). Let us explain in a few words the mmiple of SIC in a basic
two-user case. We assume user 1 has a higher priority thar2 ueerefore the re-
ceiver decodes the signal sent by user 2 first, consideragj¢imal transmitted by user
1 as noise. Then the receiver regenerates the signal fron2 usebstracts it from the
received signal, and finally decodes the signal sent by user 1

2. The gap computation is based on an estimate of the symbol error figbaben using
QAM on Gaussian channels.

3. Due to higher density w.r.t. water, poured mercury level is not syaieaily horizontal.
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If we come back to the general model ofi&user multiple access channel (see
§1.3.1.1), the sum capacity under SIC assumption has tlesvia expression

Liog | HiSHI 48| 1) |30, HiSH! +S,)

2 |E£2HiSinT+SZ| 2 |Z£3HiSinT+SZ|

IHkSkH% + S.|
S|

+110
9 g

1o [ HiSHT + 8,
2% S|

K
1 . 1
= §log|ZHiSiHi + S| - 510g|SZ|

=1
Then the sum capacity maximization problem becomes

K
. 1 . 1
maximize  _ log| ; HiSH; +S:| - 5 log|S:|

subject to tS;) < P
S >0 Vi=1,...,K.

The problem solution is as follows.

{S;} is an optimal solution to the rate-sum maximization probliérand only
if S; is the single-user waterfilling covariance matrix of the e H; with S, +
SN2 H;SHT as noise, forall = 1,2, .., K ([YU 04]).

The iterative waterfilling algorithm is as follows.

The idea of iterative waterfilling is still presented by YU¥1J 04], as an efficient
numerical algorithm to compute the optimal input distribntthat maximizes sum
capacity on a Gaussian multiple access channel with vegtots and a vector output.
The numerical algorithm can be implemented in an iteratiag,wo compute the set
of rate-sum optimal input covariance matrices.
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Algorithm: Iterative waterfilling
repeat
fori=1to K
Slz = E;il,j?fi HjS.iHJT +S.;
S; = argmaxg 3 log |H;SHT + S|;
end
until sum rate convergence.

The two main results, proved in [YU 04], are the following:

— Using iterative waterfilling algorithm, the sum rate comges to the sum capac-
ity, and (Sy, ..., Si) converges to an optimal set of input covariance matriceghfer
Gaussian vector multiple access channel.

— After one iteration of iterative waterfilling algorithnhe {S;},_, , achieve a

total data rat@fil r; that is at mos{ K — 1) m/2 nats away from the sum capacity,
wherem is the number of output dimensions.

The algorithm can be used to find the set of optimal covariana&rices that
achieve the sum capacity of a Gaussian vector multiple acdesnnel. This set of
K covariance matrices gives a setlgtf corner points of a capacity pentagon, each
corresponding to a different decoding order. Upper and tdveeinds on the entire
capacity region can be derived from these corner points.

1.3.2. Mercury/waterfilling for maximizing achievable rates wittarbitrary input
constellations.

1.3.2.1. Why Mercury/waterfilling rather than Waterfilling?

The well-known waterfilling algorithm solves the problemméximizing capac-
ity, which is defined as the maximal mutual information asgnall possible input
distributions. In case of Gaussian channels, Shannon itgpaceached when the
input signal has a Gaussian distribution; neverthelegsiténare usually drawn from
discrete constellations and thus Gaussian inputs cannmabiezed in practice. For
this reason, a way to carry out waterfilling is once the powercation decided, to
compensate on each subcarrier all aspects due to practipidmentation (among
which the use of discrete constellations) by using an SNR g&gen the number of
bits transmitted by usér on subcarrier is given by the generic formula

(1.7)

SNR; ,,
Ry, = logs <1 + Ek )

where SNR ,, is the signal-to-noise ratio of uséron subcarriem received at the
BS side and” is the so-called SNR gap. Finally the modulation and codoieme
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ConstellationCoding rateSpectral efficiency (bits/symbal)
QPSK 1/2 1
QPSK 3/4 15
16QAM 1/2 2
16QAM 3/4 3
64QAM 1/2 3
64QAM 3/4 4.5

Table 1.1. Typical MCS table used in WIMAX systems

(MCS) is selected among a given list of associated constelland coding rates as
provided in table 1.1 for instance.

A clear paradox of waterfilling is that Gaussian inputs asua®ed since the op-
timized quantity is capacity, whereas Gaussian inputs ateised in practice. The
problem should therefore be formulated differently, undher assumption of finite
constellations.

1.3.2.2. Single user Mercury/waterfilling

Basic Mercury/waterfilling is a power allocation algorithsherived in [LOZ 06]
for the single user conte#t It aims at maximizing the sum mutual information over
parallel Gaussian channels under power constraint asgymdtisely arbitrary input
distributions. These inputs can indeed be drawn from disarenstellations such as
QPSK or 16QAM. We assume unit-variance Gaussian noise isgtyeel.

Lety; be a measure of the channel strength on subcardefined asy; = |h;|?,
whereh; the normalized channel gain, as defined in 1.3.1. 164;) be the input-

output mutual information on thdh channel, where the SNR denotedis equal to
pi7yi- The power allocation problem can be expressed as following

n
maximize Zfi(pm)
=1
N
subject to Zpl <p
=1
pi > 0.

This optimization problem has been solved thanks to a reesntt of information
theory ([GUO 05]) on the expression of the mutual informatiterivative, linked to

4. Please note that the multiuser case has not been solved
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ConstellationdVIMSE function

—(E—/(p)?

BPSK  |MMSE®™K(p) =1 — [*_tanh(2/(p€)¢ T d¢

QPSK MMSEQPSK(p) = MMSEBPSK(f)

APAM  |MMSE*™M(,

(e 80/5 sinh(6+/(p/5)€)+sinh(24/(p/5)& )2 e

00 ¢—8p/5 cosh(ﬁ\/p/5)§)+cosh(2\[/)/5)§)2

10\ﬂ7r) 5

16QAM MMSElGQAM( ) = MMSE4PAM( )

Table 1.2. MMSE expressions for different constellations

the minimum mean square error (MMSE) expression:

-1(0) = MMSE()

The problem solution is as follows.

Basically Mercury/waterfilling algorithm consists in atlting powerp; to sub-

carrieri. The set of power$p; },=1,... n iS given by

p; =0 ify<n
vMMSE; (pfv;)) =0 ifvy>n

where the thresholg has to be set so as to satisfy the power constraint

i\’: —MMSE <%>:P.

i=1y>n

(1.8)
(1.9)

The function MMSE is the MMSE function corresponding to the input constella-

tion loaded on th@lth subcarrier.

A barrier to Mercury/waterfilling’s practical implemenita is its great compu-
tational load due to the non-linear nature of MMSE functias,shown on table 1.2.
These values should be tabulated for various constelgttorbe used in the algorithm

implementation.

A graphical interpretation is the following. In order to walize the two successive

steps of mercury and water pouring, we define the funafiph) as following

Gi(¢Q)= 1/¢—MMSE;'(¢) ifo<¢<1
0 if¢>1.
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Figure 1.6. Differents steps in Mercury/waterfilling algorithm.

For Gaussian inputs7;(¢) = 1 V(.

The algorithm can be decomposed into the following steps:
1) Plot1/~; over the subcarriers.

2) Fix a value fom.
a) Pour mercury until its height reach@$(n/~;)/~: on each subcarrier.
b) Waterfill until the water level reachdgr. The water height over the mer-
cury givesp;.
3) Check if the power constraint is satisfied by summing{afl}. If not, tunen
and go back to step 2.

1.4. Resource allocation algorithmsin a single-cell OFDMA network.

Algorithms that optimize resource allocation among useid/imax are not spec-
ified in the standard.

Atthe PHY layer, the typical procedures for allocating t@ees consist of the fol-
lowing steps. Let us focus on the downlink channel. Usersds8mate and feedback
the channel state information (CSI) to the base station.(B&)n, the BS performs the
allocation algorithm based on the CSI knowledge and assiboasriers to each user
and the corresponding powers. Finally, it starts trangmgitaccording to the defined
resource allocation. In the uplink, the procedure is simildne BS can directly esti-
mates the channel of each user. Thus, no feedback from théeunsenal is required.
By using the CSlI the BS performs resource allocation andiim$eeach user about its
subcarriers allocation and the corresponding transrgitiower.

Examples of possible allocation methods are : Minimum sumgosoMaximum
sum rate, Fair allocation, Proportional fair, Maximum fegss (max-min).

1.4.1. Minimum Sum Power

Power Allocation for a Single User
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Let us consider first the power minimization problem defime€li2) with a single
active user in the system. In fact, this simpler problem gi@eetter understanding
and provides a bit allocation technique which can be usethtomultiuser case. Let
us denote byf;(r) the received power required to reliably transmit at rateThe
required received power is determined by taking into actthum actual coding and
modulation schemes and the bit error rate constraints. Byseactical constraints,
the number of bits per channel use in each subcarriers must bdeger. Then, the
objective is to minimizey”," | 2 f(r) under the constraink = 3= ry. In
this case an optimal approach is i)ased on a greedy algorittichassigns one bit at
a time by choosing the tone requiring the minimum energy.e&algorithms have
been proposed for solving this problem with a common strectu

Initialization Vn,r, =0,AP, = M
|han|?
Iterations (R times)
n = arg min, AP,
T =Th + 1

flra+1) = f(ra)

AP, =
L I

Table 1.3. Power allocation algorithm for a single user.

Extension to the Multiuser Case

In the multiuser case, users are not allowed to share a sidrcarhis creates a
dependency among users and rends the greedy algorithnibdesar the previous
item suboptimal.

Lagrangian Relaxation Algorithm

In the multiuser case, it is required an optimization ovecckte variables which
implies an exhaustive search. Historically, this problexrs been tackled by relaxation
methods: in order to simplify the optimization some of thegtoaints are relaxed. We
propose here the relaxation method in [WON 99] where theirement of integer
bit loads is relaxed angl, ,,, a sharing factor for the subcarriers is introduced. The
problem can be formalized as follows
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Cr,n €]l

N
min Z — fi(rg,
0,M],pk,n€[0,1] Pl hk,n|2 ( n)

N
subjectto: Y ppncrn =Ri  Vk

n=1

K
S k=1 Vn (1.10)
k=1

wherec,, is the number of bits of thé-th user that are assigned to theh subcar-
rier. Note that a feasible point satisfying the constraaftthe original problem with
integer bit load and disjoint allocation of subcarrierslsaa feasible point satisfying
the constraints in (1.10). Since in the formulation of thelppem (1.10) with relax-
ation the optimization is done over a wider set of feasiblitso the solution to the
minimization problem with relaxation is only a bound for thelution to the origi-
nal problem. By writingry, , = ck.npk,n, the problem is transformed into a convex
optimization problem. The details of this solution can berfd in [WON 99].

In general, the obtained solution§,, andp;, ,, could be directly suitable for the
original problem without relaxation. In factry ,,m=1,...N, k=1,... K} could
be not integers anflp;. ., n =1,...N, k = 1,... K} could indicate a time sharing
solution. Additionally: a quantization of these values Idowot satisfy the individ-
ual rate constraints any longer. These problems are typicatumvented by some
heuristic approach. In practice, the resource allocatioblpm based on Lagrangian
relaxation is performed in several steps. As first step theauier allocation problem
is solved by applying the multiuser Lagrangian relaxatilgoathm. As second step,
the subcarriers that should be optimally shared by sevega| uep € (0, 1) for some
n, are assigned to the users with the biggest Finally, bit and power allocation is
performed by applying the algorithm for the minimum sum powaléocation in Table
1.3 to each single usérand considering only the subcarriers assigned to kiser

The proposed scheme allows a reduction of the total tratesfriower of 5-10dB
compared to OFDM without adaptive modulation, and 3-5dBiwétspect to OFDM
with adaptive modulation and bit allocation, but no adaptubcarrier allocation.

Algorithms based on Lagrange Dual Decomposition

The relaxation of the constraints adopted in [WON 99] mosdifiee original OFDMA
system, so it may introduce significant loss in optimalityorover, the algorithm
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is computationally intensive because of its slow convergerate and it is difficult

to be implemented. In [KIV 03] a efficient algorithm was prepd by approximat-
ing the channels with flat fading over the whole availabledveidth and assuming
Vo = % > . Vk,n instead ofy; ,,. The minimization of the power consumption with
constraints on the bit rate and transmission rate is solwado steps. In the first
step thenumber of subcarrierso be allocated to each user is determined using the
signal-to-noise ratig;. In the second step the best assignment of subcarriersit® use
is performed. The performance of this approach dependsenlalielling of subcar-
riers. Then, the resulting resource allocation strategyeisher unique nor stable.
Furthermore, the algorithm is not extended to frequenasgcsieke fading channels.

In [SEO 06] an approach based on Lagrange dual decompostimmoposed for
the more general case of weighted sum power minimizatioris approach is ex-
tremely efficient and results in the advanced solution tostive power minimization
problem at the time this book was written. The sum power miation problem is
there generalized as follows. A weighyt is assigned to each user and the objective

function to be minimized is
K
> M D pin (1.11)
k=1 neSy

under the same constraints of problem (1.2).

The problem can be solved by considering the Lagrangian
K N K N
‘c({pk,n}a {Rk,n}7 lj/) = Z )\k: Zpk,n - Z 1225 <Z Rk,n - Rk)
k=1 =1 k=1 n=1

wherep = (1, . . . i) are the Lagrangian multipliers aft), ,, = loga (1+pk.nYe,n)-
Then, the Lagrangian dual function is given by

= min L nt{Rkn},
g() i {Prnts { Bt 1)
N K
= Z gn(/"’) + ZMkRk
n=1 k=1
where
K K
go() = min (O Mprn — Y irRen) Vn=1,...N. (1.12)
{pk,n} k=1 k=1

Note that the minimization of () reduces to theV disjoint optimizations in (1.12).
Additionally, the objects of the minimizations in (1.12paronvex functions ofy, ,,.
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The dual Lagrange optimization problem

maximize  g(w)

subjectto  pr >0 Vk=1,...K (1.13)

can be solved by convex optimization approaches since, l&mavn, g(u) is con-
cave. In general, the optimum solution to the dual Lagrangi@blem does not pro-
vide the optimal solution to the original minimization ptetn in (1.11). Adopting the
solution of problem (1.13) as solution of the problem defime@..11) determined the
so called duality gap. However, in [SEO 06] is observed thatte specific problem
under consideration the duality gap becomes smaller aniliesras the number of sub-
carriers increases. Then, for practical systems the nuoft&ibcarriers is typically
large enough that we can consider the duality gap negligible

Thanks to the convexity of the argument of thén operator in 1.12, for a fixed
value ofy, g/, (p) is given by

/ . 1 * Hi 1 *
gn(p) =min ¢ A | My — — | = =logy | 1+ My — —— | Yem
k Vie,n 2 Vie,n

where M, = 210‘;7’“2% and(z)* = max(0, z). After solving (1.14) for alln we can
determineg(u) for the fixed value ofu. The optimalp* maximizing g() can be
efficiently obtained by using the ellipsoid method, untiégvuser’s rate converges. A
subgradient value that can be used in the application ofllips@d method is

N
d, =Ry — Y Rp, k=1,...K
n=1

where{R;  } are the solutions of the system 1.12. Table 1.4 summarizeso-
rithm.

The overall optimization require®(K?) runs of the optimization problem with
complexity O(N K). Hence, the total complexity i©(N K?), instead ofO(NK™)
in case of exhaustive search.

1.4.2. Sum rate maximization

The problem of sum rate maximization in flat fading downliflannels has been
investigated by Li and Goldsmith [LI 01] in an informatiorettretic setting and ex-
tended to parallel flat fading downlink channels by Tse [TSE 0
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Initialization
Choice ofu = py and ak x K matrix P = P, such that
E(po, Po) = {z|(z — o) TPy ' (z — py) < 1} contains the optimumu

Fix e > 0 (accuracy) andn = 1

repeat
m=m-+1
forn=1,..N
fork=1,..K

1\ " 1\
auxry = A\ <Mk — ) — —logy, | 1+ (Mk — ) Yie,m
Vk,n 2 Vk,n

endfor

selectt™ = argming (auxy,)

+
Pk*m = <Mk:* - ) andpk,n =0Vk 7é k*

UTRD

1 * m
Ry := = log, (1 + BEn > andRy., = 0 Vk £ k*
2 Ykx,n

endfor

evaluate subgradiedt = (di, ... dy), whered; := Ry, — > Ryn

n
if VdTPd < ¢
then return {pgn}

else update ellipsoid

=4 . L, ' pi p_._™ (p__2 piip
TVvatpa TR T wrr Y T T e U
until VdATPd < ¢

Table 1.4. Sum power minimization in downlink by Lagrangian duality.

Several approaches have been proposed that decouple thrateumaximization
problem into two disjoint problems: subcarrier allocatimmd power allocation for
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a single user. As an example we propose the work in [JAN O3ghEabcarrier is
assigned only to the user with the best channel gain. Oncsulbearrier allocation
has been performed, the power is allocated to each of thesidrs. This last prob-
lem reduces to power allocation for a single user and it igadidé¢ by using standard
Lagrange multiplier techniques. The solution is given by tassical waterfilling
method, i.e.

+
_ 211 1 _
Prn =0 kAR

being Ay a threshold to be determined from the total power constréiinere is no
explicit method to calculate, the waterlevel and a numerical search method may
result computationally too intensive. In such a case anlguuwer allocation in all
the subcarriers may be used. This approximation is baseti@whservation that
waterfilling and equal power may yield marginal performadiferences.

The most efficient sum rate maximization algorithm whichfpens subcarrier as-
signment and power allocation jointly in a optimum way is$EO 06] and it is based
on the Lagrange duality. The rationale behind this algorith the same as for the
algorithm on the sum power minimization presented in Tabde Eor a detailed de-
scription and discussion of the algorithm the interestedee is referred to [SEO 06].
We summarize it in Table 1.5.

1.4.3. Fair allocation

In this section we consider the utility model (1.4). Howser with achievable
transmission rateéR;, the corresponding utility is given by (Ry), whereUy(-) is
a nondecreasing and typically concave function. Extessairthe fair allocation to
nonconcave utility functions are proposed in [SON 05a].

Subcarrier allocation

By assuming a fixed power allocatidp[1], p[2], . . ., p[K]} the joint problem of
resource allocation reduces to subcarrier allocation. |atter can be expressed by a
nonlinear integer programming problem. The disjoint st#S¢ of tones assigned to
users are a solution to the problem (1.4) if they satisfy tiewing constraints:

dUk r
L O
r r=Rj}

dU(r)
dr

A&n], VneS;  Vk(

Ry = > PhAf (1.15)
JjES;
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Initialization
Fix 11 = pip anda € R such that
[t — a, u + a] contains the optimupm

Fix ¢ > 0 (accuracy)

repeat
forn=1,..N
fork=1,..K
1 1 1\"
endfor

selectk™ = argmin, (auzxy,)

1 1
. 1= — andpy , := 0Vk # k*
Prx, (210g 2% 'Yk*m) Pk, #

R+ m = log, (1 + pk*’m> andRy, , := 0 Vk # k*
'Yk*,n

endfor

evaluated = Py,; — Zpk,n
n

if |[d| <e

then return {py .}

e

1
elsep 1= p — 20" sign(d); a:

until |d| < €

Table 1.5. Sum rate maximization in downlink by Lagrangian duality.

whereAf is the subcarrier bandwidth arl[n] is the achievable transmission effi-
ciency (data rate per Hertz) of useon subcarrien corresponding to the given power
allocation, i.e.c}[n] = log, (1 + Bpjn7;n). These optimality conditions are sufficient,
but non necessary because the discrete optimization pndblaot convex.
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In particular, for continuous rate adaptation, and takitig account thaPr{c} [n] =
c?[m]} = 0 for (k,n) # (¢, m), subcarriem should be assigned to uset = k*(n)

such that
et [n]
r=R}

In an analogous way, if a linear utility function is consigéwith constant mar-

ginal utility %ﬁ” subcarriem should be assigned to uget such that

dr

k*(n) = argmax {
i€{1,2,..K}

k* = argmax {c[n]}
i€{1,2,...K'}

The utility based subcarrier assignment is a nonlinear coarial optimization
problem. For this class of problems there exists no gengmioach to achieve op-
timality. In [SON 05b] a sorting-search algorithm for an OWB system with two
active users is proposed (see Table 1.6). Then, the s@é@agsh algorithm is gen-
eralized to the case dk users by updating the subcarrier assignment of each pair
of users iteratively by means of the subcarrier assignmnigotithm for the two-user
case. The computational complexity is nedty — 1)2(N + 1) log, N which is still
a low complexity if compared to the complexity of the exhawssearchV:.

Power allocation

Under the assumption that the sétsof the subcarrier assignment are given the
optimal continuous rate adaptation is presented in [SONL 0% optimal solution is
a utility based waterfilling approach:

. [1dUk(r) 1]t
P N ar T B

with waterfilling level A calculated in order to satisfy the power constraint.

Joint subcarrier assignment and power allocation

A joint optimum resource allocation is presented in [SON]0S&e optimal re-
source allocation must satisfy the optimality conditiomstoth the subcarrier assign-
ment only and power allocation only problems. The algoritaqroposed for contin-
uous rate adaptation and it is shown in Table 1.7. The alyuriteratively performs
subcarrier assignment, power allocation, and update ahdrginal utility. If the util-
ity function is concave and the parametein the update step is properly selected
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sort ((F[n]/[n])) inincreasing order
get thresholdsT'[n],n € {1... N + 1} in increasing orde
low=1,high=N +1

=

while high — low > 0
center — | (low + high)/2|
T « center

dU1 (d?‘l) / dU2 (7‘2)
dr dr

high «— center

if T —(( )) >0
else
low « center
end if
end while
choose the best T betweénv andhigh
(1.16)

Table 1.6. Sorting search algorithm for an OFDMA system with two users.

this approach attains the optimum solution. Similarly, lyogthm for joint resource
allocation in case of discrete rate adaptation can be addiy iterating between the
sorting search subcarrier assignment and the greedy pdweation algorithm.

1.4.4. Proportional fairness

The aim of the proportional fairness optimization schemnte find a trade-off be-
tween capacity and fairness. In contrast to approachesl lmasetility functions, the
objective function is still the sum capacity but the projoral fairness is imposed
through nonlinear constraints on the rates. In [SHE 05] agtiimal algorithm for
proportional fairness is proposed. Subcarrier allocagioth power allocation are per-
formed disjointly. First, the algorithm performs subchakailocation assuming equal
power distribution among subcarriers. Powers are allocatevo steps once the sub-
channels are assigned. The first step consists in applyagvéterfilling algorithm
to each user. This step provides the total powgg,: to be allocated to user as
a linear function inp,,;, the power to be allocated to a predefined tone. The second
step enables to determine the seffi¢, £ = 1,..., K which maximizes the total
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av; (R")

Iterate until
dr

i€ll,...K]

(RZ(€+1) _ RE@)) <d

1) Get new subcarrier assignment according to condition

T — OF
(n) —arg_max {@ & [n]}

2) Get new power allocation

b 1 '
' A ﬂ’yﬁz(n),n

REEH) - Z log, (1 + Bpinin)
keS;

3) Updateqsy)with positive step size € (0, 1)
au; (Rl(»“'l))
dr

Table 1.7. Joint resource allocation for continuous rate adaptation.

o — (1= el + p

Initialization: R, =0,Q,=2,k=1,..., K, A={1,...,N}
Fork=1to K

find n satisfying|yi,n| > |vk,;|, Vi € A

Qi = QU {n}, A=A — {n}updateRy
While A #£ &

find k satisfying Ry /0 < R;/0;, Vi1 <i< K

for the foundk, find n satisfying|yi .| > |vk,1, Vj € A

for the foundn andk, letQy, = Q, U {n}, A = A — {n} updateR;

Table 1.8. Proportional fairness in [SHE 05]: Subchannel allocation.

rate under constraints on the total transmitted power aedratio. The expression of
P, +o+ and the system of equations for the constrained optimizaifche total rate
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Py 10+ are in Table 1.9. Because their non linearity, the systengoégons is solved
by iterative approaches like the Newton-Raphson or quasithin methods.

The subchannel assignment and the power allocation haveplexity O(K N)
andO(K), respectively. Then, the complexity of the algorithm is &inen the number
of users and tones in contrast to the exhaustive search \Wwhiklk complexity in the
order of KV,

Let us express the total power constraint per ésey

kn — Vk,j .
Pk,t()t = |Sk|pk7j + Z M for] S Sk
neSe/ (i} Yie,nVk,j

The total power and rate ratio constraints are given by

1S Piior — Vi
L5 <logz <1 +71,z1’“1> + log, Wl) =

51 N EXN
1 | Skl Py tot — Vi
—— (1 1 o I W,
5k N Og2 + 'Yk,] |Sk| + OgQ k
j € Sk, fesS;
Vi, = Ve,n — ’Yk-,j
nelSel g5y n TR
_1
Sk
we=| I 2= j €Sk
Vk,j
nesy/ {5} "7

With the power constraint

K
Zk:l Pk,tOt = Ptot

Table 1.9. Proportional fairness: total power constraints and capacity ratio
constraints.

1.4.5. Max-min fairness

The max-min fairness problem can be seen as a special casepafrponal fair-
ness. A specific algorithm has been proposed in [TOU 06] femtiax-min fairness
under the constraint of equal number of tones and users. [gbgthm maximizes the
minimum user rate over all possible allocations.
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1.4.6. Sum rate maximization in the uplink

From a theoretic information perspective the problem of @owallocation in a
multiuser OFDM network has been investigated in [YU 04] aol¢ed by an iterative
waterfilling algorithm. The problem of maximum achievabdgerin the uplink of an
OFDMA single cell network can be modelled in a informatioedhetic setting as a
FDMA Gaussian multiple access channel with intersymbarference. It has been
tackled in [YU 02].

The study of practical algorithms for resource allocatiomplink received much
less attention than the resource allocation in the dowr@iROMA cell. The sum rate
maximization problem with individual power constraintsrigestigated in [KIM 05a].
Subcarriers are allocated by applying a greedy algorithth @ssuming a uniform
power allocation or a waterfilling power allocation.

The greedy algorithm for joint subcarrier assignment arnigr@llocation consists
of the following steps:

Step 1 For each subcarrier, which has not been allocated yet, and each kseal-
culate the assigned powegy,, that would be allocated to usgrin subcarriem
assuming that are allocated to usaall the subcarriers already allocated to it in
previous iterations and subcarrier

Step 2 Choose the paifk*, n*) such tha(k*, n*) = argmaxpy » Yk n-
(k*,n*)

Step 3 Repeat step 1 and step 2 until all subcarriers are allocated.

1.4.7. Fair game-theoretic approach in the uplink

In [HAN 05] an approach based on game theory is proposed héttaim of pro-
viding a minimum rate to each user while the overall systerfop@ance is optimized.
The resource allocation is based on a cooperative game atelusa of the Nash bar-
gaining approach. The maximum sum rate problem is reformdléo include the
constraints of the coalition problem. More specificallysek participates to a coali-
tion only if a minimum rateR](gm‘“) is guaranteed. The optimization problem is given

by
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K
maximize ZU(Rl,Rg,...RK)
k=

K
subject to Z Z Prn < Piot,

k=1neSk

SiNSk=0 Vj#k

uk S, c{1,2,...,N}

pn > 0 VEk andvn (2.17)

Z Rpn > R™™ vk, (1.18)

where Ry, ,100,(1 + prnvin), Re = Y, Rin, andU(Ry, Rs, ... Ri) is a utility
function properly chosen according to the Nash bargainpgy@ach. In [HAN 05] it
is shown that a convenient definition for the Nash bargaigemge is

K
U(Rl, R, ... H R(Inm)

Assigned the set of minimum rate for all usé€®,,,;,,,k = 1,... K} the Nash bar-
gaining solution finds a rate allocation such that no othiecation leads to superior
performance for some users without implying inferior pemfance for some other
users. The problem reduces to the proportional fairnesislepmwhenR,(Cmm) =0
In [HAN 05] an algorithm for two users is proposed. For the tiugker case the al-
gorithm can be generalized in a non-centralized way, by asiep iterative process.
First, users are grouped in pairs (either randomly, or utiegwell known Hungar-
ian method, which will optimize the grouping to reduce thevargence time), named
coalitions, and the two-user algorithm is applied to eadhefpairs. Then, players are
regrouped and the process is iterated until convergencehis\eed. The bargaining
can be done at the base station without incurring in any Sigmaverhead between
users and base station.

In [HAN 05] the Nash bargaining solution is compared with thaximal rate ap-
proach where the utility function i& (R, R, ... Rx) = >, Ri and the max-min
fairness when the utility function i§ (R, Ra, ... Rx) = ming Rg. In figures 1.7
presents the performance of the Nash bargaining approashthe assessment in
[HAN 05]. The performance for the two user case is presentedcampared with
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Figure 1.7. Nash bargaining approach for fair resource allocation in uplink:
sum rate versus BS-moving user distance.

two other allocation strategies. We assume that a user tsskepfixed distance from

the base station while the other user changes position. Oinecapacity and the in-

dividual rate are plotted as function of the distamcef the second user. The Nash
bargaining approach show a large performance improvenoempared to the the hard
fairness approach (max-min). Although it still guarantagsinimum achievable rate

to all the users, it provides a sum rate very close to the aptirachievable rate.

1.5. Enhancementsin single-cell networks
1.5.1. Multiple antenna arrays at the transmitters and the recerse

Communication systems with multiple antenna arrays atrdmestnitters and the
receivers are referred as multiuser MIMO (multiple inputltiple output) systems
and provide spatial multiplexing and diversity. They irase capacity thanks to the
multiplexing gain obtained by the several inputs and owpahd robustness via di-
versity, as several copies of each frame will be receivedel eeceiver. A trade-off
between capacity and robustness can also be envisaged.

The use of multiple antennas at both the transmitter andettesver side can pro-
vide a huge increase in the throughput of wireless commtiaitaystems [TEL 95,
GOL 99]. For example, in the case of MIMO Rayleigh channekhwj transmitting
antennas and,. receiving antennas, perfect knowledge of the channel aetteiver
and no channel knowledge at the transmitter, the ergodiaaifypincrease is known
to be ming.,., n;) bits per second per hertz for every 3dB increase at high SNifew
only one bit per second per hertz can be gained by increass@hNR of 3 dB in
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the additive white Gaussian channel with single transngtiind receiving antennas
at high SNR [TEL 95].

Multiple antennas can be used to reduce the error probahtlithe receiver for a
given data rate or to increase the data rate for a given erobapility. The first effect
is known as diversity gain, the latter is referred to as mldiing gain or degree of
freedom gain. More specifically, let us consider the capaafiin additive Gaussian
noise at high SNR, given bipg SNR, the multiplexing gain of a code with data rate
R is defined byr = mg%r In order to define the diversity gain let us consider the
error probability P. of a code with rateR at the output of a maximum likelihood
detector: ifP. decays aSNR~“ then the code has diversity gainThe fundamental
tradeoff between multiplexing gain and diversity gain inanp-to-point system has
been characterized in [ZHE 03]. For i.i.d. Rayleigh fadihg best decay rate for a
given multiplexing gain is given by

d .. (r)=(n¢ —r)(n, —r) forr integer and* < min(ny, n;). (1.19)

Nt Ny

The entire curvel;, ,, (r) is piecewise linear joining the points in (1.19). The latges
achievable multiplexing gain for a given diversity gairis the inverse off;, , (r)
and it is denoted by*(d). The maximal diversity gain is;n,. achievable for — 0.

The maximal multiplexing gain ismin(n,, n,.) attained ford — 0.

The analysis is further complicated when we consider nleltgzcess channels
whose sources are equipped withtransmitting antennas and the destination is equipped
with n,. receiving antennas. In this case the diversity gain and thiéptexing gain
typical of MIMO systems are combined with the multiple-a&gain of multiple ac-
cess channels. The tradeoff among the three different kihdains is investigated in
[TSE 04].

In the multiple access channel we considéusers, each of them equipped with
ng transmitting antennas. If the useuses a code with ratg, the multiplexing gain

IS
SNRy

rr = log R
To analyze the diversity-multiplexing-multiple accessfeoff the minimal error prob-
ability for each user at the output of an individual maximukelihood detector is
required to decay at least as fast@6R ~¢. Thet-uple (r1,7s,...,7x) of the mul-
tiplexing gains is provided in [TSE 04]. In [TSE 04] the symnesituation is also
investigated, i.e. for a minimum multiplexing gatrcommon to all users, thieuple
of diversity gains is provided. In this case it is shown thet maximal multiplexing
gain achievable by each usemisn (nh ”ﬁ) . Then, at least concerning the maximal
multiplexing gain insightful results are available. Wittthe range of achievable mul-
tiplexing gains, the tradeoff on the performance can beldiyiinto two regimes: (i)
lightly loaded regime where the system behaves as if onlyusee is in the system,
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i.e. dy, , (r), and (i) heavily loaded regime where the system behavestag K
users pool up their transmit antennas together. The diyarsiltiplexing tradeoff is

illustrated in Fig. 1.8 fon; < 745 and in Fig. 1.9 fom; >

When we focus on OFDM/OFDMA systems, the analysis of the tfidiversity-

multiplexing gains determined a floury of activities to detae codes achieving the
above mentioned tradeoff.

Resource allocation algorithms have been developed for@HOFDMA systems.
In [PAN 04] the sum power is minimized subject to individuate constraints for all
users. A joint power allocation and subcarrier assignmeptoposed based on dirty
paper encoding. The same problem is investigated in [ZHANB]in this case the
constraints are expressed not only in terms of data rateldmiraterms of maximum
bit error rate. In [LO 07] the dual problem of maximizing theetsum capacity un-
der power constraint is investigated in a cross-layer dpttion framework. Power
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allocation and subcarrier assignment algorithms are d&smiwith and without fair-
ness constraints. Resource allocation maximizing the sapadity subject to total
power and proportional rate constraints or weighted pribqual rate constraints are
provided in [XU 06] and [MOR 06], respectively.

1.5.2. Bitloading

Classical wireless multicarrier systems use the same aiggdieifixed input con-
stellation across all subcarriers, thus the overall errobability is limited by the
“poorest” subcarriers, i.e. subcarriers presenting thestymerformance e.g. in terms
of Signal-to-Noise Ratio (SNR). First devised for stati@chels in the context of
xDSL transmissions, the principle of bitloading consistsoiadingadapte& constel-
lation size on each subcarrier. The association of mulieamodulation with bitload-
ing is known under the acronym DMT for Discrete MultiTonewireline applications
where bit loading is traditionally used, the channel candsumed to be quasi-static
and the bit and power allocations may not change for a long.tiltherefore the al-
gorithmic complexity may not be a problem. However, in wésd environments, the
channel is time varying, and the loading algorithm must bematationally efficient
so that the transmitter can update the bit and power disiwitrsl quickly enough to
track the channel variations.

Many bitloading algorithms exist as different ways to impknt the solution of
different constrained optimization problems. These caxlassified in many ways,
for instance regarding the objective function that is opted (power, channel ca-
pacity, bit error probability). This objective function generally associated with
a constraint. Common choices are the maximization of theoliphput” given a
power constraint known as rate adaptive loading ([KAL 88pd the minimization
of the energy given a fixed throughput requirement, known aggim adaptive load-
ing ([CHO 95]). In ([CAM 98]), optimality conditions are irdduced. In rate adaptive
loading, the power constraint can be either individuali@dptransmission) or global
(downlink transmission). It can also deal with total traiitsed power or maximum
power spectral density, or even both ([BAC 02]). In both sasa error rate constraint
is obviously considered. This constraint can be on the mean mate over all subcar-
riers or on each subcarrier. Regarded as a performancecpdifferent throughput
definitions can be used: Shannon capacity, sometimesdlhifta gap to reach some
error rate requirement, mutual information adapted to simpet signal distribution,
etc. From a practical point of view, these generally havegwodunded to map with
integer bit allocation. If this notion is integrated fromethroblem formulation, this
yields integer programming problems. “Greed” is anothetfamorelated to integer
bit allocation; in this approach, closed form expressidrnseoformance measures are

5. W.r.t. system parameters
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not used and bits are basically allocated in a successivéWwifilling”) to subchan-
nels on which the power increment required to transmit aritiaddl bit is minimal,
until the power constraint is reached. Based on this itexatiethod, several loading
algorithms have been proposed in the literature ((HUG 875 B&]). However, the
algorithm complexity often makes it almost inapplicable foactical applications,
especially when the system has large number of subcariiéres.complexity can be
reduced by increasing the problem granularity, i.e. carsig blocks of subcarriers
instead of subcarriers taken individually.

1.6. Resource allocation in multicell OFDM A networks

As shown in the previous sections the investigation of sirgdll OFDMA net-
works has attracted many efforts and the understanding aighescell system is
thorough and has reached a mature stage. On the contrargsiarch on multicell
OFDMA networks is still in its infancy. This is mainly due the very limited in-
formation theoretical knowledge about the interferencnciel, i.e. a channel where
two users transmit independently to two different destimet, and each destination is
interested in the information only of one user although déeiees signals from both
users.

In practice, the interference problem in multicell OFDMAtwerks is solved by
frequency reuse. The full system band is dividedrirdisjoint bands and adjacent
cells communicate on different bands. The number of diffeteandsF is called
reuse factor and a proper and careful deployment of the hlasers minimizes the
intercell interference. Under this conditions the intdncgerference can be neglected
or modelled as an additive white Gaussian noise and the neesallocation reduces
to the resource allocation in a single cell problem. In thiseation, the most of re-
search efforts have been devoted to the optimization ofrtriEncy reuse factor. Itis
well-known that the frequency reuse approach has majorlzireks as the huge spec-
tral efficiency cost, the need of a costly planning for cepldgment, and a difficult
re-planning when the introduction of additional cells i thetwork is required. In
[wima], [JIA 07], [JOO 07], the frequency reuse method isnedi in fractional fre-
guency reuse techniques. In this latter approach, thevallable band is assigned to
users in the internal part of the cell while frequency ressapplied only at the edge
of the cells. This improves the spectral efficiency compdecethe frequency reuse
technique but still implies a considerable loss.

Recently, the concept of random frequency reuse has baeduitied in [SAA].
This work focuses on the downlink and the resource allonatlgorithm is developed
for the downlink. However, the concept of random frequerayse can readily be
extended to the uplink channel. The resource allocatiooritgn proposed in [SAA ]
enables a random factor reuse in a cell based on the actuaheheonditions. A
base station in a cell in a given tone is activated only if tlebgl capacity of the
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network increases by allocating a user in such a subcatdieter the assumptions of
large, dense, interference limited (i.e. with negligibéekground noise compared to
the interference) networks, and binary level of allocatedigrs the power allocation
algorithm and the algorithm to determine the active celtsaf@iven tone decouple.
Utilizing the averaging properties of large dense netwankghe interference level
at each user, a knowledge of the global channel state intami not necessary for
resource allocation. This makes feasible a distributedempntation of the algorithm
based only on the knowledge of the channel gains betweeneaskatton and the end
users. This dynamic spectral reuse allows a large impromemeperformance with
respect to fixed frequency reuse schemes.

Resource allocation in the uplink channel of a multicell QFE®network is tack-
led in [MOR 07]. The resource allocation is based on relaxatethods. The multi-
cell power allocation problem is reduced to a single celbuese allocation problem
using as interference in a certain frame the estimate ofritegference in the previ-
ous frame. However, no statistical model for the interfeeeprocess is assumed and
the instantaneous resource allocation in a given frame doetake into account the
simultaneous allocations in other cells.

1.7. Achievableratesand resource allocation in OFDM A networkswith relays

The relays capabilities of nodes in WiMAX enable the enharexg of the network
capacity and coverage through cooperation among nodegasatually, cooperative
diversity.

From an information theoretic point of view a basic relayratna consists of three
nodes, a source, a relay, and a sink and was introduced firgaroyler Meulen in
[MEU 71]. The source node transmits its data stream to theyra@hd the sink. The
relay sends the information received by the source to théndéi®n with a symbol
interval. The fundamental limits of this basic model haverb&vestigated first by
Cover and El Gamal in [COV 79] and the potential of a relay clehno improve the
overall performance have been shown.

In [COV 79] the analysis is limited to degraded relay chasmeld it is shown that
the capacity is achieved by a block-Markov chain scheme aritinfinite number of
blocks and decode-and-forward (DF) strategies. In the Deiegjy the relay decodes
the source information, re-encodes it, and transmits hieéwsink. Cover and El Gamal
proposed also a quantized-and-forward strategy for geneley channels. In the
quantized-and-forward strategy the relay quantizes isived signal and transmits
a compressed version to the destination. The analog veoditie quantized-and-
forward approach is the well-know amplify-and-forward (AStrategy where the relay
simply retransmits its received signal. The most practielaly strategies are based on
these schemes.
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Figure 1.10. Cooperative diversity

In [REZ 04] capacity and power allocation of degraded Gaumssiultirelay chan-
nels have been investigated assuming an infinite numberps. HRecently, the relay
channel has been object of intensive studies. Howeverxidne eapacity of Gaussian
or general relay channels is still unknown. In [KOH 04] andA]& 06] upper and
lower bounds on the capacity of Gaussian relay channelsrakédpd. Fading re-
lay channels have been object of studies in [KRA 05, WAN 053505, YAO 05].
Relay channels with multiple antennas are investigateRA 05, WAN 05a].

Beside the original scheme of the relay channel in [MEU 74§ telay chan-
nel with orthogonal components has received also atteiféan [LIA 05, HZS 05,
GAM 05, KRA 04]). In this case the source transmits to theyralad the destination
in channel 1 and the relay transmits to the destination imicbb2, with channel 1
and channel 2 being orthogonalized in the time-frequenayel Relay channels with
orthogonal components are the basic blocks for a specidldfiispatial diversity re-
ferred to as cooperative diversity in literature ([SEN 08&N 03b, LAN 00, LAN 01,
LAN 03, LAN 04]).

In contrast to the classical systems with spatial diveisityed on physical arrays,
systems with cooperative diversity create and exploitspiaeersity using a collection
of distributed antennas belonging to multiple terminadgrewith its own information
to transmit and relays capabilities. To illustrate the aptdet us consider Fig. 1.10.

Let assume thdl; and7; are the handsets alg and T, are the base stations

with eventuallylsy = T,. T} andT> can listen to each other’s transmissions to the base

stations thanks to the broadcast nature of the channel amdjdimtly communicate
their information. In this wayl; and7; behave as a virtual array for the transmission
of information both fronil; andT5.

In mobile multihop relay networks the resource allocatioolgpem is further ex-
acerbated by the possibility of cooperation among nodesngaoed to the resource



50 Survey in two chapters for Hermes

allocation problem for a single cell OFDMA network statedSaction 1.2, the re-
source allocation problem in relay networks requires th@cghof convenient relay
nodes, relay strategies (AF, DF, etc.), and power and stibcatlocation. In case the
users terminals may play the role of source/destinatinaifcthe communication or
the role of relay nodes the problem is formulated as follows.

Let £ = {1,2,... K} be the set of users nodes. Denote the base station as
nodeK + 1. Let K, = {1,2,... K + 1} be the extended set of nodes and let
N = {1,2,... N} be the set of tones. We assume that each ofifheser nodes
has both upstream and downstream communications with gediation. Lets, d)
be the source destination pair, or data stream. The setabttaam is\t = {(1, K +
1),(2,K+1),... (K, K+1),(K+1,1),(K+1,2),...(K+1, K)} with cardinality
|M| = 2K. Let us denote by the (K + 1) x N matrix with (k, n) element equal to
Pin, the power allocated to uskron tonen. This matrix can have at most two honzero
entries in each column, one for the source and one for thg ieldne classic formu-
lation of the relay channel. In case of relay channel withh@gbnal component the
matrix has at most a single component in each column. Silyilat R be a2 K x N
matrix whose(m, n)-element is the data rate of streamon tonen (n € A and
m € M). Since only one stream can be active in each tone, each nolantor of R
has at most one nonzero entryIlflenotes arV-dimensional column vector with all
unit elementg P1);, i € K, thei-th component of the vectdP1 is the total power
expended at nodeth over all tones. SimilarlyR1),,,, m € M, gives the total data
rate of streamn, summing across all tones. Lgt'AX = [pMAX pMAX  pMAXIT
where pM2X is the individual power constraint for node The joint optimization
problem is

max Z Un((R1)pm)

P.R
meM

s

st. P1ZpMAX Re(C(P)

whereU,, is the utility function of data streammn, function of the achievable rate of
streamm, (R1),,, andC(P) denotes the achievable rate region.

This general problem has been investigated in [NG 07] urtdecbnstraints that
a streamm € M is transmitted by the source and the relay on the same tone and
the channel is slow fading, flat on each tone. It is shown thegtobal optimization
problem can be decomposed into two suboptimum problemselyaarutility maxi-
mization problem, corresponding to a rate adaptation prakdt the application layer
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Gappi(A) = m?x Z (U (tm) — Amtm)

and a joint relay strategy (decode and forward, amplify ard/iérd) and relay node
selection and power and bandwidth allocation at the phisigar

sV maxp R Am Y _,epn B(m,n)
Phy st.P1 < pMAX R e C(P).

Their proposal is a centralized utility-maximization frawork, at the physical
layer, in relationship with user traffic (cross-layer degig They make use of the
pricing variables\,,, as weighing factors. The result is optimal bandwidth andeyow
allocation bandwidth for each user as well as selection ef beday node and best
relay strategy for each source-destination pair.
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Chapter 2

WIMAX network capacity and radio resource
management

Tijani Chahed (GET/INT), Ikbal Chammakhi Msadaa (EurecoRachid Elazouzi
(LIA), Fethi Filali (Eurecom), Salah-Eddine Elayoubi (Free Telecom R&D), Benoit
Fourestié (France Telecom R&D), Thierry Peyre (LIA), Chadihini (GET/INT)

2.1. Survey on RRM proposals

IEEE 802.16 BWA technology is emerging as a promising soluthat provides
QoS guarantees for heterogeneous classes of traffic withrelit QoS requirements.
It offers the possibility of adapting the modulation and iogdschemes based on the
channel conditions and proposes a set of mechanisms su@tlkisg and fragmen-
tation to allow efficient use of the available bandwidth. Bt@ndard however leaves
open the resource management and scheduling issues.

In this section, the majority of scheduling and CAC solusignoposed by researches
for IEEE 802.16 systems during the last years is being ptederVe first provide
an overview of the main features proposed by the standardppost QoS and then
outline the challenges that should be addressed when dtegigmew scheduling or
CAC solution. Along with the description of each proposatomparison outlining
the advantages and limits of each solution is being predente

2.1.1. IEEE 802.16 QoS support

The IEEE 802.16 Standard [802 04] specifies the air interflaicBxed BWA sys-
tems in the frequency ranges 10-66 GHz and sub 11 GHz. Thdastaoovers both
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the Media Access Control (MAC) and the physical (PHY) layéfee 802.16 MAC
layer was designed to accommodate different PHYs and sewehich address the
needs of different environments. In this survey, systenistefest are those operating
at frequencies below 11 GHz, where LOS is not required.

The basic topology of an IEEE 802.16-based network consisine Base Station
(BS) and one or more Subscriber Stations (SSs). In PMP, whittte only mode for
sharing media considered in this survey, the SSs withinengintenna sector receive
the same transmission broadcast by the BS—correspondirenirg to the Internet
Service Provider (ISP)—on the downlink channel (DL). EachsI8quired to capture
and process only the traffic addressed to itself (or to a lwasticor multicast group
it is a member of). On the uplink channel (UL) however, the &iDivision Multiple
Access (TDMA) scheme is applied. Downlink and uplink chdsiage duplexed using
one of the two following techniques: Frequency Division [xing (FDD) and Time
Division Duplexing (TDD). The main difference between theotduplex modes is
that in FDD, the DL and UL use different frequencies, whilelidD both channels
use the same frequency in different time intervals.

The standard defines a connection-oriented MAC protocolreviadl the trans-
missions occur within a context of a unidirectional coni@tt Each connection,
identified by a unique Connection ID (CID), is associated icadmitted or active
service flow (SF) whose characteristics provide the QoSiregpents to apply for the
PDUs exchanged on that connection. There are three typesvides flows: (a) provi-
sioned service flows for which the QoS parameters are pomesi for example by the
network management system, (b) admitted service flows fachwtesources, mainly
bandwidth, are reserved and (c) active service flows whielaetivated to carry traffic
using resources actually provided by the BS. Each servieeiflaniquely identified
by a SFID; admitted and active service flows have also a Clb/iGeflows may be
dynamically managed; they may be created, changed or dalsteg DSA, DSC and
DSD MAC management messages, respectively. The SF managproeedure con-
sists actually in exchanging DSx-REQ, DSx-RVD—sent by thevBfen the trans-
action is SS-initiated—DSx-RSP and DSx-ACK messages, lmtwiee BS and the
SS. Note that initiating the creation of a new service flow imandatory capability
for a BS and an optional one for an SS. As mentioned above vicsdiow defines
the QoS that should be provided by the SS and BS to the packetsting the MAC
interface and which are associated to that SF. In order ittfae the MAC SDUs
delivery with the appropriate QoS constraints, the IEEE.885tandard defines a
classification process by which a MAC SDU is mapped to thecatss connection
and so to the SF related to that connection. The classificatiocedure is performed
by classifiers consisting of a set of protocol-specific miaigleriteria.

Depending on the service to be tailored to each user apiplizehe connection
is associated with one of the following scheduling servieagported by the 802.16
MAC protocol: Unsolicited Grant Service (UGS), Real-timellldg Service (rtPS),
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Extended Real-time Polling Service (ertPS)—introducedhaylEEE 802.16e-2005
standard [802 05], Non-real-time Polling Service (nrtR®)] Best Effort (BE). Each
scheduling service is designed to meet the QoS requirernéatspecific category of
applications.

— UGS is designed to support real-time applications thaegda fixed-size data
packets at periodic intervals, such as T1/E1 and VoIP witlsiiance suppression.
The mandatory service flow QoS parameters for UGS servickséed in Table 2.1;
this table summarizes, according to the scheduling setyjme the QoS parameters
that must be specified when establishing a new service flows t@nections never
request bandwidth; the amount of bandwidth to allocate th @nnections is com-
puted by the BS based on the Minimum Reserved Traffic Rateatkfinthe service
flow of that connection.

— rtPS is designed to support real-time applications thatgee variable-size data
packets at periodic intervals, such as moving pictures exgeup (MPEG) video.
Unlike UGS connections, rtPS connections must inform theoBfheir bandwidth
requirements. Therefore the BS must periodically allotaedwidth for rtPS con-
nections specifically for the purpose of requesting bantwid his corresponds to
the polling bandwidth-request mechanism. This mechanigstsein three variants:
unicast polling, multicast polling and broadcast polliianly unicast polling can be
used for rtPS connections.

— Extended rtPS is a new scheduling service introduced b¥ IBEE2.16e-2005
standard [802 05] to support real-time service flows thaegate variable size data
packets on a periodic basis, such as Voice over IP servidéssilénce suppression.
Like in UGS, the BS shall provide unicast grants in an ungelicmanner which saves
the latency of a bandwidth request. However, unlike UGScalions that are fixed
in size, ertPS allocations are dynamic like in rtPS. By digfalne size of allocations
corresponds to current value of Maximum Sustained Traffie R&the connection.
The SS however may request changing the size of the UL ailbocat

— nrtPS is designed to support delay-tolerant applicatsurch as FTP for which
a minimum amount of bandwidth is required. The polling mexism can be applied
to nrtPS connections. However, unlike for rtPS, nrtPS cotioes are not necessarily
polled individually—multicast and broadcast polling arespible—and the polling
must be regular not necessarily periodic.

— BE is designed for applications that do not have any spdwaficiwidth or delay
requirement, such as HTTP and SMTP. For BE connectionspmatid of polling are
allowed in order to request bandwidth.

The QoS parameters that must be specified when establisiieg aervice flow are
listed in Table 2.1. The value of the Request/Transmis$ti(x) Policy parameter—
that should be specified in each service flow— offers the pdigito specify, for the

corresponding service flow, options for PDU formation suslhestriction on packing
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and fragmentation capabilities as well as attributes &ffgahe bandwidth request
types.

'UGS[rtPSertPSnrtPS BE

Maximum Sustained Traffic RateX | X | X | X [X
Minimum Reserved Traffic Rate— | X X X |—
Maximum Latency X | X| X | —|—
Tolerated Jitter X | —] — | — |—

Traffic Priority — | — ] — | X |X

Rx/Tx Policy X | X | X X | X

Table 2.1. Mandatory QoS parameters for each scheduling service

Indeed to inform the BS of its uplink bandwidth requiremeh& SS may send a
stand-alone bandwidth request header or just piggybacdietheest on a PDU, which
is an optional capability. Other mechanisms such as barbdwtéaling and the use
of poll-me (PM) bif are also specified by the IEEE 802.16 Standard. It is impbrtan
to mention that, whatever be the bandwidth request meamainisise, bandwidth is
always requested by an SS on a per-connection basis, itéstheless granted by the
BS to an SS as an aggregate of grants. Therefore, since trec&i8eas the allocated
bandwidth as a whole in response to a per-connection regjuesannot know which
request is honored. The SS can then use the grant—specifieDataaGrant IE—
either to send data or management messages or even to rbguodstidth for any of
its connections.

2.1.2. Scheduling and connection admission control challenges

When designing a new scheduler for 802.16 systems, it is irapbto understand
the challenges faced not only in any wireless network but sighose that are spe-
cific to 802.16 technology. In this Section we focus mainlyta latter category of
challenges. Our objective is to outline a set of featuresataspecified by the IEEE
802.16 standard and that should be supported by an 802.&6de:

— The scheduler should satisfy the QoS requirements, rifltest in Table 2.1, of
the different classes of service specified by the standard.

— The scheduler should fairly redistribute the availabkotgces among the dif-
ferent service flows while taking into account their respeamnodulation and coding
scheme.

1. A field of a specific subheader of a MAC PDU, used by the SS to regueahdwidth poll
for a non-UGS connection.
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— Since bandwidth allocation are made on a per-SS basis,eagiehn should be
integrated in the MAC structure of an SS;

— When making a scheduling decision, the scheduler shoudditaé account the
resulting MAC and physical overhead; It should also takeaathge of concatenation,
packing, and fragmentation mechanisms, proposed by thdatd, to make efficient
use of the available resources.

— It should adopt a bandwidth polling (at the BS) and requgdtit the SS) policy;

— When considering the TDD mode, the amount of bandwidth alkxt for up-
link and downlink should be dynamically adapted to the teaffansmitted on each
direction;

— The scheduler should take into account the dynamic aspextservice flow.
Indeed a SF may be added, updated, or deleted. The scheldolgd slso make the
difference—in terms of resource allocation—between a pianéd SF, an admitted
SF and an active SF;

All these challenges should be addressed when designing aafeduling solution
for IEEE 802.16 networks. The complexity of the proposeaathm should never-
theless be implementation-friendly.

2.1.3. Scheduling proposals

As shown in Figure 2.1, the approaches adopted in literattiten designing
a scheduling solution can be divided into two main categorighe first one is a
queuing-derived strategy where the authors focus on thaiggiaspect of the schedul-
ing problem and try to find the appropriate queuing discelimat meet the QoS re-
quirements of the service classes supported by the IEEEL8GRandard [802 04,
802 05]. In this first category, two kinds of structures arepmsed: either simple
structures consisting in general in one queuing discipipglied for all the schedul-
ing services [CIC 07, CIC 06, SAY 06] or hierarchical strueticonsisting in two or
multiple layers reflecting different levels of schedulirigelin [CHA 06a, CHE 05,
LIU 05, PER 06, SET 06, SUN 06, WON 03b, WON 03a]. In the seccatggory,
the scheduling problem is formulated as an optimizatiomler whose objective is
to maximize the system performance subject to constraéfbscting in general the
QoS requirements of different service classes [NAS 04, NB¥, INIY 06a, NIY 05b,
NIY 06b, NIY 06d, NIY 06e, NIY 06¢, SIN 06].

2.1.3.1. Packet queuing-derived strategy
Simple scheduling structures

Sayenkoet al [SAY 06] believe that because there is no much time to do the
scheduling decision, a simple one-level scheduling mdashais much better than a
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Scheduling
Proposals
Packet Queuing-Derived Optimization-based
Strategies Strategies
One-layer Hierarchical
Structure Structure

Figure 2.1. Classification of the scheduling strategies

hierarchical one. Therefore they proposed a schedulingisalbased on the Round-
Robin (RR) approach. They argued that there is no need toissplihes like Fair
Queuing (FQ) since the weights in such algorithms are flgatinmbers while the
number of allocated slots, in 802.16 networks, should haventeger value. They
also tried to outline the difference between the WeightedriReRobin (WRR) dis-
cipline and the 802.16 environment. They insist on the faat WRR may lead to a
waste of resources because of its work-conserving behtinabdoes not fit the fixed-
size frame of 802.16 that implies a non-work conserving bieha

Based on the above considerations, the authors propos&An (6] a scheduling
solution that consist in three main steps:

— Allocating for each connection the minimum number of skbiat ensure the
minimum reserved traffic rate with respect to the used maduand coding scheme,

— Distributing the free slots between rtPS and nrtPS coiorecand then assign-
ing the remaining to BE connections,

— Ordering the slots in such a manner the delay and jitteregaduie decreased.

— Estimating the overhead for UGS, ertPS, and in some ca#eS npnnections.
It is not possible for rtPS and BE connections where it is nidedy that the SDU
size vary.

Note that [SAY 06] is one of the rare research works in whiddkerhead resulting
from the scheduling decision, and packing or fragmentatpability is taken into
account. However it is also worth mentioning that the awglvonmsider a GPC mecha-
nism and when ordering slots, they apply an interleavedrsetikat is in contradiction
with the frame structure specified by the standard.

In [CIC 06, CIC 07], Cicconettet al conjecture that the class of latency-r&ie)
scheduling algorithms is particularly suited for implertieg schedulers in 802.16
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MAC since the basic QoS parameter required by a given coiomeistthe minimum
reserved traffic rate. Indeed the behavior of such algostisrdetermined by two
parameters which are the latency and the allocated rateg&TIFrom this class,
the authors have chosen the deficit round robin (DRR) alyoritDRR is simple to
implement O(1) complexity if specific allocation constraints are met) anovjres,
according to [CIC 06, CIC 07], fair queuing in presence ofafale length packe#s It
nevertheless requires a minimum rate to be reserved forpeaadtet flow; so even BE
connections should be guaranteed a minimum rate. Also #inealgorithm assumes
that the size of the head-of-line packet is known, it can roaipplied by the BS to
schedule uplink transmissions. For this reason the authere made the choice of
implementing it as SS scheduler and as a downlink schedtilee 8S, since both BS
and SS know the head-of-line packets sizes of their resgegtieues. To schedule
uplink transmissions—based on backlog estimation—they balexted the WRR al-
gorithm which belongs, like DRR, to the classidf algorithms.

The simulation study carried by Cicconettial [CIC 07] demonstrated that the per-
formance of 802.16 systems, in terms of throughput and delleyyends on several
metrics such as frame duration, the mechanisms used tostddudandwidth, the of-
fered load partitioning—how traffic is distributed among StBe connections within
each SS, and the traffic sources within each connection.

Hierarchical scheduling structures

To the best of our knowledge, Wongthavarawat and Ganz [WCQN D8N 03a] are
the first authors who introduced a hierarchical structurbasfdwidth allocation for
802.16 systems. This hierarchical scheduling structin@ya in Figure 2.2, combines
strict priority policy, among the service classes, and gir@griate queuing manage-
ment discipline for each class: EDF for rtPS, and WFQ for nrif&d time duration
is allocated to UGS connections and remaining bandwidtlyisky shared among
BE connections. In order to avoid starvation for lower gtioconnections, a policing
module is included in each SS. It forces each connectiorsfuect the traffic contract
when demanding bandwidth. The proposed scheduling aftgoriakes into account
the queue size information and the service actually reddieeach connection. It
also considers the arrival time and the deadline requirégsnehrtPS connections.
However, the authors focused only on UL scheduling. Thesictamed TDD mode
and assumed that the durations of UL and DL subframes arevdgally determined
by the BS but they did not specify how these proportions aedfixrhe QoS archi-
tecture they proposed in [WON 03b] includes a token-bucksed admission control
module that will be described in Section 2.1.4.

In [SUN 06], the authors proposed a two-layers scheduling:gire composed of
a BS scheduler and an SS scheduler. At BS scheduler, prisrifiven to schedule

2. This is in contradiction to what has been stated by Fattah and Leung in [FATt@Ere they
qualify the fairness of DRR algorithm as “poor”.



60 Survey in two chapters for Hermes

v e [ ] e
s [ [ oo

Cherall LIL

B th wes] [ [ ] ]
=[] =D

FP: Fixad Priorty

EDF: Earlest Deadline First
WH: Wealghtan Falr Quausing
ED: Equally Distributed

Figure 2.2. Hierarchical structure for bandwidth allocation
[WON 03b, WON 03a]

data grants for UGS connections and bandwidth request apptes for rtPS and
nrtPS connections. The amount of bandwidth allocated spghiase is reserved dur-
ing connections’ setup. Data grants for rtPS, nrtPS are sicbieduled taking into
account the information contained into bandwidth requesssages and their min-
imum requirements. Finally, the residual bandwidth, if asyredistributed in pro-
portion to pre-assigned connections’ weights. The prop&® scheduler considers
a fixed priority scheme—1, 2, 3 and 4 for BE, nrtPS, rtPS and U&®duling ser-
vice, respectively. Bandwidth is firstly guaranteed for UéBnections. rtPS packets
are then scheduled based on their respective deadline staogresponding to their
arrival_time + tolerated_delay. Each nrtPS packet is associated with a virtual
time calculated to guarantee the minimum reserved banbwiad hence maintain an
acceptable throughput. A simple FIFO mechanism is apptie8E queues.

Other scheduling structures focusing on delay requiresnrte proposed in lit-
erature. In [LIU 05] for instance, three schedulers werelzioed to meet the QoS re-
quirements of different classes (Figure 2.3). Time semsitaffic streams—consisting
in UGS flows, rtPS flows and (n)rtPS polling flows—are served blyeHuler 1 that
applies EDF algorithm. Minimum bandwidth reserving flowds s flows) are sched-
uled by Scheduler 2 using WFQ. The weights correspond to thpoption of re-
quested bandwidth. WFQ algorithm is also applied by Sched®ute serve BE traf-
fics; weights nevertheless correspond in that case to tpaficities specified by each
BE connection. Other components of the proposed archiee¢Rigure 2.3) are then
used to plan contention and reserved transmission oppesiaccording to the band-
width availability and to the priorities assigned to eadhesiuler—the highest priority
is assigned to Scheduler 1.
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Figure 2.3. 3 schedulers [LIU 05]

In [PER 06], a multimedia supported uplink scheduler is psgal. It includes a
proportional fair (PF) BS scheduler and an earliest due (@) SS scheduler. The
BS scheduler (Figure 2.4) allocates resources first for 88 Wervice and then to poll
SSs having at least one non-UGS connection: one slot isadélddn each frame for
each SS having rtPS or nrtPS connections and one slot evesy/fttames is allocated
for SSs having only BE service connections. Finally, reimgrOFDMA resources
are proportionally allocated for SSs based on the receimadwidth requests. As can
be seen from Figure 2.5, the EDD SS scheduler serves packeigltie four traffic
queues (UGS, rtPS, nrtPS and BE) in the order of the deadisigraed to each packet
regardless of their scheduling service type.

Fragmentation, packing and PHS capabilities were corsitiarthe packet-based
scheduling strategy proposed in [SET 06]. As can be seen Figore 2.6, the pro-
posed scheduler combines a strict priority policy amongdifferent service cate-
gories and a specific queuing management discipline for elask: fixed bandwidth,
WRR and RR for UGS, (n)rtPS and BE, respectively. For WRR dis@pweights
are determined according to the guaranteed bandwidth. tAdapodulation and cod-
ing was also addressed in this work. However, a preliminaryRNER allocation was
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achieved assuming the use of the most robust burst profile Wwhnhdwidth was allo-
cated taking into account the actual burst profile!! The adion control algorithm
that manages the access of new connection—and based on Whicfirtimum band-
width requirements are guaranteed—was not described imwtris

To the best of our knowledge, [CHE 05] is the only researchkvibat has pro-
posed a scheduling algorithm considering simultaneoysliynkiand downlink band-
width allocation in TDD mode. In first layer scheduling—of tiae-layer hierarchical
scheduling structure proposed in this work—Cle¢mal [CHE 05] have suggested the
use of Deficit Fair Priority Queuing (DFPQ) algorithm inde# Strict Priority in or-
der to avoid starvation for low priority classes. This fiesgér scheduling is based on
two policies. The first one is a transmission direction-bgsority where they chose
to attribute to DL a higher priority than UL. The second pyli€ a service class-based
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Figure 2.6. Scheduler model [SET 06]

priority applying the following scheme: rtPS>nrtPS>BE. ¢an be seen from Fig-
ure 2.7, the authors have combined these two policies usstgca priority scheme
which assigns strict priority from highest to lowest 81, ps, UL,ips, DLy ips,
ULyps, DLpg, andU Lgg. For DL and UL UGS connections, they have chosen to
apply a fixed bandwidth allocation strategy. In second l@péeduling, three differ-
ent algorithms were assigned to the other classes of senidaf for rtPS, WFQ for
nrtPS and RR for BE. nrtPS connections are scheduled basesdights correspond-
ing to the ratio between the nrtPS connection’s minimumrkesktraffic rate and the
sum of the minimum reserved traffic rates of all nrtPS corioast A basic admission
control algorithm is also proposed in this work. It accepis ¢onnections for which
the minimum reserved traffic rate does not exceed the almit@annel capacity; all
BE connections are nevertheless accepted.

Table 2.2 summarizes the hierarchical scheduling propasadcribed above. In
this table, we precise either DL connections are concermetbbby the proposed
scheduling mechanism. We also specify the different stépseoproposed solution:
which scheduling services are considered in each level &ichvgqueuing disciplines
are applied.
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In [CHA 06a], an original two-tier scheduling algorithm (8A) was proposed to
avoid starvation problem and to provide fair allocation @fidual bandwidth. UGS
connection is not concerned by the “2TSA’ algorithm sincésitllocated a fixed
amount of bandwidth per frame. Each connection is classiftecither “unsatisfied”,
“satisfied”, or “over-satisfied” category and is assignedeigt indicating its shortage
or satisfaction degree—depending on its category. The ationes considered as:

— “unsatisfied” if the allocated bandwidth is less than iteimium requirement,

— a “satisfied” connection if the allocated bandwidth is begw its minimum and
maximum specified requirements,

— “over-satisfied” if it is granted more bandwidth than itsximaum need,

The first-tier allocation algorithm is category-based aiveg the highest priority to
“unsatisfied” connections. For a specific category, theseédier allocation algorithm
is applied to share residual bandwidth based on weightsfldiehart of the proposed
2TSA is shown in Figure 2.8.

Compared to simple-structured scheduling solutions, teefchical scheduling
mechanisms presented in this section combine in generat@nservice scheduling
discipline with a specific queuing mechanism for each serglass. Such structures
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lead to a high computational complexity that may be prolibifrom an implemen-
tation point of view and that may not fit the delay constraoftseal-time scheduling
services.

Regardless of the proposed scheduling structure, somiesapecific scheduling
solutions are presented in literature. legeal for example focused in [LEE 05b] on
\oIP services. They argued that both UGS and rtPS have sarbéepns to support the
VoIP services and proposed an enhanced scheduling algaigtkolve the mentioned
problems. In fact, the fixed-size grants, assigned to UGSextions of voice users,
cause a waste of uplink resources during silence periodgeder, the bandwidth
request mechanism used by rtPS connections leads to MAGeagand access delay
which is not convenient for VoIP applications. Therefore #uthors assumed that a
voice activity detector (VAD) or silence detector (SD) i®d<dy the SS in the higher
layer and proposed an algorithm to be used by the SSs to infemS of their voice
state transitions. In order to avoid MAC overhead, the psepaalgorithm makes use
of one of the reserved bits of the conventional generic MAGdee of IEEE 802.16
[802 04] to do that. Simulations results showed that, coengpéo rtPS, the proposed
algorithm decreases the MAC overhead and access delayitAloadmit more voice
users than UGS making more efficient use of uplink resources.

In a more recent work [LEE 06a], they demonstrated, usingathedysis of re-
source utilization efficiency, that the ertPS service idtrced by the IEEE 802.16e
standard [802 05] is more suitable than UGS and rtPS for Vet?ices with variable
data rate and silence suppression. Indeed they provedrtR& rot only solves the
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problems of resource wasting, delay, and overhead causddebyse of UGS and
rtPS, respectively but also increases the number of nunfhariace users that can be
supported by the network.

2.1.3.2. Optimization-based strategy

This second category of scheduling strategies consistindtating the scheduling
problem, in 802.16 environment, as an optimization prokdéming at optimizing the
allocation of resources to different SSs. Table 2.3 prest formulation of some
examples of optimization problems proposed in literature.

To get an optimal solution to the optimization problem fotated in [SIN 06] (see
Table 2.3), the authors need to use an NP-complete Integgr&nming because the
number of slots allocated per SS on a given channel should &avinteger value.
Relaxing this constraint, the authors proposed a seconti@mbased on a linear pro-
gramming approach that exhibits a complexity@fn?.m3.N) where n, m, and N
denote the number of SSs, the number of subchannels andidéh@umber of slots,
respectively. However, because it is still a computatigndémanding problem, the
authors suggested the use of a heuristic algorithm whoseutational complexity is
O(n.m.N). The authors then proved that the proposed algorithms @&ithe over-
all system performance but may not be fair to different SSweréfore they modified
them using the proportional-fair concept.

Based on the developed algorithms, they defined a schedaljugithm for the BS
and another one for the SS. The authors agree that congjdejaint scheduling for
uplink and downlink, at the BS, is more efficient. They nelveltss argue that it is
not possible to do that when considering the context of OFIDMDD. Therefore they
adopted a scheduling mechanism in which downlink and ugirtkscheduled sepa-
rately for all the classes. The priorities are assignedaisifs. Allocations are made
first for UGS, then rtPS, then for nrtPS just to guarantee tménnum requirements,
and finally to satisfy the remaining demands. The choice efafithe proposed algo-
rithms depends on the availability of resources and on themél conditions.

As for the SS, the authors took into account the overall systerformance and fair-
ness to different users. They proposed the same sequelmeddlby the BS but with
two different models: a packet model, in which fragmentai®prohibited, for both
UGS and rtPS and a byte model—fragmentation is possible—thgtha used by
nrtPS and BE services.

In [NIY 06€e], Niyato and Hossain considered systems opagati a TDMA/TDD
access mode and using WirelessMAN-SC air interface. Thiayata utility function
that depends on the amount of allocated bandwidth, the geel@ay, the throughput,
and the admission control decision for UGS, rtPS, nrtPS Bifidespectively. Using
these utility functions, they formulated the optimizatiproblem illustrated in Table
2.3. The authors set a limit of the allocated bandwidth betwe,;,, andb,,... for
each connection. They also defined a threshold for eachceetlass since the total
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available bandwidth is shared using a threshold-based lepepartitioning approach.
To obtain the optimal threshold setting, an optimizati@sdd scheme is proposed. To
solve the proposed optimization problem, Niyato and Hossaggested two solutions
using an optimal approach and an iterative approach, régplyc The first solution
has a complexity of(2M(~%)) where M denotes the number of ongoing and incom-
ing connections and\b = b, — bmin + 1. Since the complexity of the optimal
algorithm may be prohibitive from an implementation poift/ew, the authors pro-
posed an iterative approach based the water-filling meshanrhis solution is more
implementation-friendly—its complexity i€ (C)—while providing similar system
performances.

To analyze the connection-level (such as the blocking fitibg and packet-level
(e.g. transmission rate) performance measures, the audbeeloped a queuing and a
queuing analytical model, respectively. The proposed ection-level model [NIY 06e,
NIY 06c] defines the connection blocking probability and tluenber of ongoing con-
nections via a Continuous Time Markov Chain (CTMC) modele3déparameters are
then used to formulate an optimization problem (see Tal¥petming at maximizing
the system revenue while maintaining the blocking prolitgtslk the target level.

2.1.4. Connection Admission Control Proposals

Connection Admission Control (CAC) strategy is essentgbrovide Quality of
Service (QoS) in mobile networks. Before a decision, CACusth@onfirm that the
new call does not degrade the QoS of current connectionshargl/stem can provide
the QoS requirements for the new call.

In the special case of WIMAX, four classes of services hawentgefined: Unso-
licited Grant Service (UGS), Real-time Polling Servic®@), Non-Real-Time Polling
Service (nrtPS) and Best Effort (BE) [NIY 06e]. CAC is thusicial for Supporting
Quality of Service (QoS) guarantees for these serviceshdrfdllowing, we present
first some CAC algorithms, and then discuss the differentytinal methods that has
been proposed to evaluate them.

2.1.4.1. CAC proposals

In [WAN 07], an uplink CAC algorithm has been proposed: A cection is ad-
mitted if: (1) there is enough bandwidth to accommodate #ve connection, (2) the
newly admitted connection will receive QoS guarantees imseof both bandwidth
and delay and (3) QoS of existing connections is maintairiBide proposed CAC
scheme is based on a token bucket: It reserves adequateidéntiw every admitted
flow. However, it may be considered as conservative in casédeb transmissions
leading to much of bandwidth being reserved unnecessarily.

In [YAN 06], the authors propose an admission control aliponi for real-time
video applications, that takes into account the periogiaftarrival of the frames, in
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Proposed Solution

Cost Function
(Minimize/M aximize)

Constraints
(subject to)

Joint
Bandwidth Allocation and

admission control [NIY 06c]

Minimize

The average delay

* The average delay should meets the delay requirements of rtPS
connections.

* The transmission rate meet the transmission rate requirements of
connections.

* The amount of allocated bandwidth for each connection is between
bimin @by, aq-

* The total amount of allocated bandwidth does not exceed the total
available bandwidth.

Queuing theoretic and
optimization-based model
for resource management

[NIY O6€]

Maximize
level of users’ satisfactio|
<=>
Maximize
Utility function

* The allocated bandwidth for UGS connections is equal to the requireg
rbandwidth

* The delay requirements for rtPS connections (depending on the arriv
rate, the average SNR and the allocated bandwidth) are met.

* The transmission rate requirements of nrtPS connections (depending

the arrival rate, the average SNR and the allocated bandwidth) are met.

* BE connections are admitted.

* The amount of allocated bandwidth for a given connection is between
bmin aNdby,aq-

* The total amount of allocated bandwidth does not exceed the total
available bandwidth.

* The thresholds (corresponding to the amount of reserved bandwidth
for each service class) are respected.

Queuing model for
connection-level

Maximize

The system revenue

* The connection blocking probabilitie%for UGS, rtPS, nrtPS and BE
connections do not exceed the target blocking probabilities.

performance analysis <=>
[NIY 06€] Maximize
the number of ongoing
connections
Efficient and fair Scheduling of Minimize * The number granted slots on a given subchannel do not exceed the n

Uplink and Downlink in
OFDMA Networks
[SIN 06]

the unsatisfied demand

of slots of this subchannel

* The amount of bandwidth (slots) allocated per connection do not exce

the whole demand of that connection.

al

umber

2ed

Table 2.3. Optimization approach: Cost function and constraints

order to overcome the excessive delay caused by simultarsgduals of connection
demands. This scheme sets up a pending period for each nigal.aithe flow is

not admitted until the CAC finds the earliest proper time witlts pending period
to establish a connection. If there is no such an appropaetess time, the CAC
ultimately rejects the incoming flow after the pending péraxpires. It has been
shown that the profile of aggregated traffic is relatively sther, leading to lower
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delay violation. However, the performance of the algorith&s not been assessed in
the presence of other types of traffic.

The paper [WAN 07] focuses on the non-preprovisioned sefflasy, for which the
MS initiates the connection creation. The BS has to decidethdr to admit or reject
each new connection, and how much bandwidth should be extéov the admitted
connection during its dwell time in the cell. The proposegoathm is based on a
guard channel scheme as this introduced in [RAM 97] and ifopeance is assessed
using simulations. A guard channel CAC is also proposed EHIO6D].

In [CHA 06b], the authors define a so-called QoS-CAC, wheeadtw connection
request is classified into a particular queue depending®aghociated Service Class
type. QoS-CAC serves the UGS connection queue first, folloeRTPS and then
by NRTPS queues. Thus, it provides highest priority to UGBneations requests
followed by RTPS and NRTPS connection requests.

In [JIA 06], a token-bucket CAC scheme is proposed. Each ection is con-
trolled by two token bucket parameters: token rate and hugike. When a traffic
flow wants to establish a connection with BS, it sends thesgpavameters to BS and
waits for response from BS. An extra parameter, delay reqment, is sent by rtPS
flow. A threshold on capacity is fixed for each class and, &t @agval, the remainder
uplink capacity is calculated and compared to the bandwieljlnirement of the new
connection. If there is enough capacity it is accepted. tf 88C looks at the con-
nections that belong to lower classes than this new cororedti there is a class that
uses more capacity than its threshold, it calculates howhneapacity can be stolen
from it to satisfy the new arrival. A connection can stealaw{y from connections of
a higher class only if the class it belongs to occupied lepadity than its threshold
and the higher class use more capacity than its threshold.

The paper [RON 07] studies the CAC from two different pointsview. From
the perspective of service provider, the admission comtodity that produces opti-
mal revenue is desired. Service provider charges diffesugnue rates (revenue per
bandwidth unit and time unit) from different service typebhe admission control
policy is thus likely to give preference to the traffic loadhagh revenue rate. As of
the perspective of WIMAX subscribers, the admission cdqtoticy of optimal utility
is expected, since it can produce the maximum access batidwidhis policy will
allocate more bandwidth resources to the traffic load thatyézld high utility. As a
compromise has to be made between the service provider aMlilMAX subscriber,
the authors define the concept of utility-constrained ogtiravenue policy.

In [NIY 05a], two CAC strategies are compared for fixed OFDMwerks. The
first scheme is threshold-based, in which the concept oftgetzainnel is used to limit
the number of admitted connections to a certain thresholde Second scheme is
based on the information on queue status and also it inhbketsoncept of fractional
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guard channel in which an arriving connection is admittethwiertain connection
acceptance probability. It is shown that the queue-awar€ Gé¢heme offers more
adaptability to the traffic load.

Paper [GE 06] presents an adaptive admission control scfamaeaptive multi-
media services in IEEE 802.16e, and compare it also to thieédlased CAC. First
of all, UGS, RT-VR/ERT-VR, NRT-VR and BE are prioritized frothe highest to
the lowest. Furthermore, different traffics belonging te #ame data delivery ser-
vice may also have different levels, following jitter andalerequirements. A de-
grading/upgrading policy is then defined following thesmfities, and blocking oc-
curs when no more degrading is possible. A similar algorittam been proposed in
[CHO 05a].

The paper [NIY 06a] presents a fuzzy logic-based CAC algorifor OFDMA
WIMAX. The proposed admission control algorithm considemsous traffic source
parameters (i.e., normal rate, peak rate and probabilipeak rate) and packet-level
delay requirements for the traffic to decide whether an inngnaonnection can be
accepted or not. The inference rules for resource allagatiche proposed fuzzy
logic admission control are defined based on the followirlgeste: When a new
connection is initiated, the corresponding mobile noderimis the base station with
approximate traffic source parameters (i.e., normal raak pate and probability of
peak rate) and target delay requirement. These inputs zzdi&d into fuzzy sets and
the traffic source estimator estimates traffic intensityhasoutput. Next, the base sta-
tion measures and fuzzifies average SNR of the new connedtits traffic intensity
and channel quality information are used by the resouroeatilon processor together
with the user-specified delay requirement to obtain the rermbsubchannels to be
assigned.

A more complex CAC scheme is proposed in [NIY 06b] for fixed WA (Single
Carrier WirelessMAN), where adaptive bandwidth allocafiBA) and connection ad-
mission control mechanisms are developed for polling ses/based on game theory.
A non-cooperative two-person general-sum game is forrmdlahere the base station
and a new connection are the players of this game. The olgestithe proposed
game-theoretic model is to find the equilibrium point betwé®e base station and a
new connection. The conflict in this game arises due to thetlfet constrained by
limited radio resources (i.e., bandwidth), the base statiants to maximize its util-
ity (e.g., revenue) from the ongoing connections by prawgdiigher level of QoS to
these connections, while a new connection wants to achievkitjhest possible QoS
performance as well. Among the available strategies of bae station and new
connection, the Nash equilibrium is determined by usinghtbst response function
and the decision on admission control is made based on atifaisgategy pair from
the Nash equilibrium.
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In [NIY 06e], two CAC approaches are analyzed, namely, theragd and the iter-
ative approaches. For the optimal approach, an assignmaiem is formulated and
solved by using binary integer linear programming. Howgthgs optimal approach
is shown to incur a huge computational complexity, and floeee may not be suitable
for online execution. On the other hand, the iterative apginpwhich is based on the
water-filling method, is shown to be an implementation#dly one, with comparable
performance.

Again, the CAC in [WAN 06] is limited to the case of fixed WiMAXyhere on
BS serves several subscriber stations, each having sexsna connected to it. The
problem of CAC is thus a problem of finding, for each new atriifahe aggregated
bandwidth is less than a limit, insuring a given blockinglgbility.

In [ELA 06¢c], an adaptive admission control scheme is presknand its per-
formance is assessed in the presence of different adaptekilation and coding
schemes, namely based on the received power or based ordtference. A cross-
layer approach is followed, considering the impacts of thgsgcal layer conditions
(modulation and path loss), the MAC layer techniques (radsmurce management
algorithms) and the traffic characteristics.

2.1.4.2. Performance evaluation of CAC algorithms

Several CAC proposals have been evaluated using simudtiégdN 07, YAN 06,
JIA 06, GE 06, WON 03b]. Other papers propose analyticaluatain using Markov
analysis.

In [GE 06], a Markov chain is constructed to describe the@imh of the state of
the system with adaptive rate control. Two classes of cafisidferentiated, and the
blocking probability, in addition to the dropping rate ofrtumff calls are calculated.
Simulation results show good matching between analyticdlsamulation results.

In [WAN 06], realistic assumptions have been made on thédnaifodels (Poisson
arrivals and exponential durations for voice, PoissontBdrerst process for rtPS and
nrtPS services, and heavy-tailed traffic with Pareto distidn for best effort. The
Gaussian approximation is used to derive chernoff boundsédblocking probability.
However, the model were limited to fixed WiMAX, in a WirelessAM setting.

In [NIY 05a, NIY 06b], the performance of the WirelessMAN & is also as-
sessed using a queuing analysis. However, while in [NIY O&aPoisson arrival
of packets is considered, the burstiness in traffic arrigainiodeled in [NIY 06a,
NIY 06b] and [NIY 06e] using Markov modulated Poisson prace€ghe performance
of the system is analyzed at the packet level: Each conmebtés its own queue
were PDUs are queued, and served with a throughput that deperthe state of the
channel. The admission control strategy reserves sefdaaatividth for each type of
connections. The PDU dropping probability, the queue thhpuit and the average
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delay are calculated for different admission control sgas (static, adaptive, and
game theory based).

A classical Markov model is used in [LEE 06b] to evaluate tegfgrmance of
guard-bandwidth CAC, with the difference that a two-sta&®C was considered.
However, a simplistic model with no interference is conside even if a multi-cell
setting is considered.

In [ELA 06c], a more realistic model is considered for AMCKitag into account
the impact of inter-cell interference. The state of a calhisn modeled as hyper-
exponential with several states corresponding to therdiffemodulations, and some
performance measures are calculated.

2.2. Capacity at the MAC layer

The MAC layer of IEEE 802.16 supports a primarily Point-tokRR (PMP) archi-
tecture. The communication path between a subscribeostatsSs) and Base station
(BS) has two direction : uplink (from the mobile to BS) and ddiwk (from the BS
to the mobile). The dowlink is generally broadcast, but thénk is shared by the
SSs. IEEE 802.16 has defined the MAC layer as connectiontedeis designed to
support different QoS for different services. In the follog subsection, we spec-
ify some basic characteristics of the common IEEE 802.16 Mi@ocol to create a
framework for designing the QoS architecture.

2.2.1. QoS architecture for IEEE 802.16 MAC protocol

In order to support the QoS for different services by schiaduhe uplink access
opportunity, four QoS service are defined in the standardsolicited Grant Services
(UGS); Real-Time Polling Service (rtPS), Non-Real-TimdliRg Service (nrtPS) and
Best effort (BE). UGS is designed to support real-time flowse (BS) must provide
fixed size data grants at periodic intervals to the UGS flow. SUsan be used for
constant bit-rate (CBR) for CBR-like service flow as VoicepWP and and T1/E1l.
The rtPS is designed to support real-time service flows thia¢ate variable size data
packets on periodic basis. The rtPS can be used by rt-VBRsl#vice flows such
as MPEG video. The SS is allowed to use only the unicast réigssed by BS for
connection, moreover, rtPS flows prohibed from using anyergion requests. The
nrtPS is designed to support delay-tolerant flows and recuiminimum data rate
such as FTP. However, the nrtPS flow receive few requeshgadipportunities during
network congestion and frequency enough to meet the detpyreznent. The BE
service is designed to support a flow for which no minimumgnaission rate such
as HTTP. The SS is allowed to use contention request opptietsias well as unicast
request opportunities for BE service flow. The BE flows reedaw request polling
opportunities comparing to nrtPS flow.
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2.2.2. Contention mode : Binary Exponential Backoff

On the donwlink, the transmission is relatively simple hesgathe BS is the only
one that transmits during the donwlink subframe. The dat&qteare broadcasted to
all SSs and an SS only picks up the packet destined to it.

We focus only on the uplink subframe. Itself partitioningfour TDMA sub-
frames. The first three are reserved for the CAC : initial amdhtenance connection.
The last one carry the data transmission through numermss giots. The whole
capacity is greatly improved by using, for all these subfaseveral OFDMA fre-
quency. Moreover, the ranging intervals can manage a langgbar of contending
connection because each of the three time slots use CDMAigeh This allows
to share the channel resources through all contending rexie®ll as minimize the
collision probability. The figure 1.2, shows all these sfieities.

On the uplink, the BS determines the number of slots that 8&ctill be allowed
to transmit. This information is broadcasted by the BS thtothe uplink map mes-
sage (UL-MAP) at the beginning of each frame. After receguine UL-MAP which
containing information element IE, each SS will transmitada the predefined time
slots which indicated in IE. The information element is data by using the band-
width request sent from SS to BS.

An SS which has a packet to send is called active. The bankweédjuest proce-
dure depends on the node state: if the node is silent, it hgesantention time slot
in the Bandwidth Request Ranging Interval. Else, when tlteng still transmitting,
the request is achieved by using an aggregate or increnteamdlvidth request in its
data reserved time slots. The incremental one is requirezhvehnode needs more
resources. The other one allows to reevaluate, often geailhg the node needs.

As soon as a node want to send data, it chooses one of tteles composing the
dedicated bandwidth request code family, and proceed tteitsand by transmitting
its coded request through the bandwidth request rangiegvelt These requests fol-
low a backoff process in case of collision in the selectedecatl collision occurs if
two or more nodes have chosen the same code in the same ramigivgl.

Before entering its contention resolution process, arva@iS first gets the ini-
tial backoff W and the maximum backoff,,,,.. from BS. The SS randomly selects
a backoff value within the initial backoff. Backoff value @eases by one on every
transmission and when this value reach zero, the SS serolnitisvidth request. Af-
ter transmission, the SS waits the message (UL-MAP) whicdlados the information
element. For this, the SS waits its bandwidth response aititiheout threshold. The
IEEE802.16e standard version defines the tifeas the maximum MAC frame num-
ber that a contending node can wait before consider thag¢dtsast has been lost on
the wireless channel, or in the BS request queue.
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2.2.3. Literature on MAC

There has been few research activity on modeling of IEEEI@&edium access
standards. In the literature, the performance evaluati@®®®.16 has been carried by
means of simulation. No much has been done for analyticaleiadthe capacity of
the OFDMA-CDMA ranging subsystem in 802.16 has been studiadew papers. In
[RYU 03], the authors analyzed the performance about raratmaress protocol which
use ranging subchannel in OFDMA-CDMA environment with esggo mean delay
time (MDT) and first exit time (FET). In [HWA 04], authors dgsied and analyzed the
performance analysis model to control adaptively the sisaoh ranging code for IR,
PR, and BR ranging in order to do efficiently random accesgIM 05b], they eval-
uate the capacity of a ranging subchannel in terms of thengrgde error probability
versus the number of active users to attempt ranging. Rgceeteral works address-
ing QoS in general and call admission control (CAC) in pafichave been produced.
For instance, in Reference [LI 05], an admission controkesod is proposed. It en-
sures highest priority to UGS flows while maximizing ovetadindwidth by means
of bandwidth borrowing. Recently, there are amount of nedeaorks published on
the QoS service provisioning in the WiIMAX networks. Most bétproposals focus
on the enhancement of the QoS service architecture [CHU @) G5b, MA 06]. In
[LEE 05a], an enhacement have been suggested to suppoetdgedP traffic in both
UGS service and the rtPS with aim to increase the utilizaticthe uplink bandwidth
and reduce overhead. In Reference [WAN 05b], QoS is treatsédon classical
intserv and diffserv paradigms as well as their mapping ®©0B02.16 MAC layer.

IEEE 802.16 has defined the MAC protocol stack for BS to agigmuplink chan-
nel to SSs. But during initial maintenance and bandwidthemtion periods, all SSs
still need to contend the uplink channel. As mentioned leftre contention reso-
lution that be supported by 802.16 is based on a truncatearBExponential Back-
off algorithm. This algorithm has been wildly investigatelEEE 802.11 networks
[MIO 05, BIA 00, XIA 04, XIA 03, LI 03]. The first contributionn this part, focus
on the BEB in 802.16. The purpose of this part is to analyzeHBB2.16e medium
access control (MAC) sublayer and provides a simple amalythodel to compute
the 802.16e MAC throughput. Our approach is to begin with ya &@proximation
made by [MIO 05] in 802.11. This lead a fixed point equationicittan be expected
to characterize the operating points of system. This fixadtpauation allow us to
compute the probability rate of a mobile in saturated cémetiroughput formulas for
the overall network and the throughput of a ranging code.ddeer, our performance
model deals with a recently released IEEE802.16 criteritn] 5 timer (¢r), which
have a main impact on the MAC performance.
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2.2.4. Problem formulation

Here, we concentrate on the saturated case, i.e, each rhakike packet to send.
We consider a single IEEE802.16e cell in which thereraneobiles. We assume that
the retransmission processes are engaged aftdithmeout ¢, parameter). As de-
scribed in the previous section, each mobile will engage MEBOFDMA request
through the bandwidth request ranging intenval is the number of code dedicated
for the bandwidth request). Then, the nodes listen to tHeviiahg downlink frames
until the T3 timeout expiration. If the node receives a ranging respotieetrans-
mission starts. Else, the node enters into the backoff mdmfare proceeding to a
new transmission attempt, the node waits several framesir fimber is randomly
chosen in the windoV0, b;,]. Whereb,, is defined in equation (2.2). Note the back-
off is also called truncated exponential backoff because fa determined number of
retransmissior( parameter) the backoff windows is no more increased.

In the IEEE802.16e standard, the channel occupation frentrtimked binary ex-
ponential process and the transmission time are complieigdpendents. This is due
to the fact that the ranging requests are achieved on adtitfehannel from the data
transmissions. Also, we can simplify the backoff time regration as the concatena-
tion of the different backoff stages for a specific node. Bam®these properties, we
can develop an accurate throughput model with a Fixed Paiatysis. The FPA uses
these properties in order to model the collision procesgvials a recursive function,
based on the attempt rate per slot and per node. This relaiiorerges to the collision
rate. Moreover, an other FPA development leads to the aféetttroughput model.

The following figure describes the evolution of the backaffa node. R; is the
number of attempts until success for thth packet.

The following figure (2.9) shows the back-off chronogramtfoe transmission of
three ranging requests. The first one undergoes one callisio collisions occur for
the second one, and three for the last one. Note that we eegrbsre the,. time
between the sending and the response instant.
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Figure 2.9. IEEE802.16e backoff process chronogram
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Hence, the total slot number required to transmitjtiepacket is given by

R;—1
X;=Rjt,+ Y Bj
=0

Let~ be the collision probability seen by a node anithe maximum retry number.
Now, we can definé:(v), as the average attempt rate per slot.

60) = B

&

~—

where
R;—1

E(X) = E(R).t, + E( 3 B;i)
=0

Since the back-off behavior of all nodes is the same, thésamll probability is the
same for all nodes. Hence, from the previous assumptioisse#sy to obtain

ER)=1+7y+7*+..+7"

R;—1

E(Y " Bj)=by+b1 +7by + ... + by
=0

However, after some calculations we have

E(R)
G(y) = T ——
E(R)4, + B( L' B))
B 1
B B, ' BY
b+ =t
Thus,

R;—1 5
E(Zi:JO Bj) . by + b1 —|—’}/2b2+...—|—’}/kbk
E(R) IL+y+924.. +9F

2.1)

Note that we have: maximum retries for the backoff process. We define the
following back-off parameters for a node as K k)
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kp
bk:QbO Lforo<k<m—1
and (2.2)
2Mby — 1
bk:7b; fork >m

By substituting these into the expressiai{(;y) yields

E(ZZJl B}) _ (1 =29)(bo —1) +bo(1 — (21)™) 2.3)
ER) 2(1 - 27) '

Finally we compute the slot attempt rate as :

1

t, 4 (1*27)(570;%it;’lx(l*(?ﬁ)m)

G(y) =

Now if all nodes have the same back-off process, they wilslhdire the collision
probability and the same attempt r&i¢y). We assume that the number of attempts
made by the other nodes is binomially distributed with patarsG(+), n — 1 and
N. In fact, the probability of collision of an attempt by a nads given by

Pcoll(G(/y)) =1- P(G(V)) (24)

wherel(G(v)) is the probability that the other nodes that attempt in timeesslot, do
not use the same channel used by nodkhis probability is given by :

N(G(M) = 3 GH)A - G (1 - )
=0

Now we expect that the equilibrium behavior of the systenh gl characterized
by the solution of this following fixed point equation.

Y= Pcoll(G(’Y))

For the existence and the uniqueness fixed point, the raaulidlO 05] can be
easily extended in our case.
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2.2.5. Performance Analysis

At each slot, the arrival ranging requests are buffered meaug with infinite buffer
size. LetH,, H,,... be the number of the ranging requests served duringeadiat
with the generating functiod(z) = >~,_, a;2* and finite mean batch size

In the sequel, we determine the arrival batch sizes durimgeglot. The attempt
number engaged in a single ranging request interval leasks/iral aggregate requests
entering into the request queue at the base station. A reopoesnes in the system
only if its ranging code is used only by a single node at theesaime. LetP(Z; =
j|IN) be the probability that the base station receives sucdgsgfuanging requests
over N codes at time slot, wherej € {0,1,.., N}. P(X; = i) is probability that;
nodes simultaneously transmit their ranging request a siott, which is given by

PX=i)=(])G)'(1=Gy)"*

7

Thus,

P(Z; = jIN) = ZP Zy = j| Xy =i, N)P(X; = i) (2.5)
i=j
The conditional probabilityP(Z; = j|X; = i, N) can be evaluated by a recursive
expression as follows :
P(Z, = j|X;, =i,N) =

{Z;—om;xlm W) PG =X =i kN
+() =) FP(Z=5-1X;=i-1,N-1)

The initial conditions forP(Z, = j|X; = i, N) is given by :

1ifj=0
0 otherwise

Hence, the average arrival ratds given by

A= ZkP = k|N)

Note that the stability condition needs the average arratal to be less than the aver-
age service time slot, i.e.,

N
A=Y kP(Z=k|N) <
k=1
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From the previous analysis and assumptions, it is possibiaddel the number of
packets (ranging)/; with the discrete-time Markov chain ik". The one step transi-
tion probability that the state of Markov chaid; from M; = i at timet to M, at
time slott + 1 is given byQ;; =

0 — P(Z=3j)ifi=0
Y Yoo akP(Z = j — i+ k) otherwise

Hence the stationary distributianof this Markov chain is given by the solution
of the following linear equations# = 7.QQ, and using the conservation relationship

The average number of ranging request in the buffer is giyen b
S(v) = km(k)
k=0

From Little’s formula, the average time which each rangipgrals in the queue is
given by the ratio between the average number of rangifrg) and the arrival rate.
Therefore, we have for the average delay suffered by a rgngin

In our case, the delay is one slot larger, since a rangingsisnaad to join the system
only after the slot in which the message is generated.

2.2.6. Numerical analysis

In this section, we present several simulation resultsiodthwith the Matlab
software. We discuss the three main study topics : attemptper slot, average
request incoming and the Fixed Point Equation results. &on ef them, we provide
figure sets. Note here that the bolded elements in the figgents correspond to
the default parameter used in the IEEE8B02.16e standard initted mean back-off
bo is 16 slots. The backoff windows reaches its maximum valdtes 46 retries.
So, m corresponds to 16. We use a ranging response receptionuir{teuer 73),

t, equivalent to 50 MAC frames : the mean MAC frame duration issland the
default value forT3 timeout is 50ms. Moreover, knowing that a MAC frame duration
varies between 0.5ms. and 2ms, ffigtimer may represent a waiting time up to 100
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slots. This singularity justifies the low range where theraftt rate function belongs,
and we think that the first technology improvements will coimoen this parameter
reduction. Moreover, we would like to discuss the numberanfging codes : the
standard defines a large code spectrum composed by 256 antddogpdes. These
codes are split into four families. But, to the best of ourwiealge, only one work
[HWA 04] has proposed the respective size of each families, v& feel that it is

accurate to reserve at least the half of the code spectrune tperiodic ranging code
family. Hence, we use he® equal to 128 as default value.

First we deal with the attempt rate performance in ordergblight how the com-
munication parameters (&g, m andt,.) affect the attempt rate performance.

The figures 2.10, 2.11 and 2.12 show the attempt rates reaekpdctively in
functionby, m andt,. parameters. Concerning thgparameter impact, using few slots
for the initial backoff window permits to engage more attésrer slot. However, we
will see later the drawbacks on the collision probabilitylthdugh, the figure 2.10
testifies to a better robustness against collisions for arféywalue.

Now we focus on the other main communication parameter ithe figure 2.11
shows the impact of this parameter on the attempt rate. Warkethat for a collision
probability lower than 0.3, the backoff window expansianitihave no impact on the
attempt rate per slot experienced by each node. Howeven,droollision probability
equals to 0.45, a small expansion limit allows to keep aivigthigh rate while the
attempt rate performance would collapse with higher values

So, we discuss later, through the FPA results if the stanctauttl use efficiently a
lower default value for thé, andm communication parameters.

The figure 2.12 shows tHg; timer influence. We note here that if nodes have to
wait between 50 and 100 slots to obtain a ranging resporesaftdmpt rate undergoes
a low performance variation. But, since the timer limit isvey than 30 slots, the
attempt performances takes off. The figure proves cleadystiong impact of the,
parameter. For a lack of place, we can not show the resulésnaut for different,
andm, but we have observed the same attempt rate behavior whktiemparameter
is.

2.2.7. Fixed Point Analysis

The next topic of the numerical analysis deals with the FiRetht Equation re-
sults. We have seen the impact of the main communicatiompeteas on the connec-
tivity performance. The FPA allows us to deepen our criticisVith the following
figures we can appreciate how m, ¢, andN modify the collision probability. Please
keep in mind that the Fixed Point Equation solution corresisdo the intersection be-
tween the studying function with the= « function.



82 Survey in two chapters for Hermes

Attempt rate per slot vs. collision for several bO values
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Figure 2.10. Plots of G(y) vs.~ : Attempt rate values depending the collision

probability for different values df,. IEEE802.16e default values : m=16,
t,-=50.
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Figure2.11. Plots of G(y) vs.~ : Attempt rate values depending the collision
probability for different values of:. IEEE802.16e default valuesy=16,

t,-=50.

So, the figure 2.13 shows that by increasing dheparameter, we increase the
collision probability as well. This result was expectedeafthe observation of the
figure 2.10. Here, manufacturers have to find a tradeoff betvwlee individual attempt
rate, and the global collision probability.

Now, we see through the figure 2.14 a key result topic. Indgedfigure shows
that the collision probability is almost independent of th@arameter : from & = 4
to am = 16 range the collision probability increases only by 0.05 i%o, we think
that it would be a great enhancement to reducenthgarameter in the IEEE802.16e
standard. In addition, the figure 2.11 shows that this keatatively high attempt
rate while the collision probability slightly increases.

Concerning the,. parameter, the figure 2.15, as the figure 2.13, we increase the
collision probability by lowering the,. parameter. Here, we have a 0.07 collision
probability range fort,. including in 5 and 50 slots. We also observe that far. a
lower than the standard value, we never exceed 0.1 poirgasarg, but we multiply
in the same time the attempt rate. Finally we pinpoint on du¢ that the performance
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Attempt rate per slot vs. collision for several tyvalues
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Figure 2.12. Plots of G(y) vs.~ : Attempt rate values depending the collision
probability for different values of.. IEEE802.16e default valueshy=16,

m=16.
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Figure 2.13. Plots of1 — I'(3) vs.~ : Fixed Point Equation, function of the
collision probability for different values @%. IEEE802.16e default values :

m=16,¢,.=50 and N=128, n=50
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enhancement achieved by thedecreasing is greatly linked to the CDMA capacity

(ie. figure 2.12).

For the last figure (2.16), it confirms clearly the top rank @acipofn on the con-

nectivity performance. The collision probability is ralyidhcreased with the number
of users. We think that the CDMA partitioning, as well as tbderange enlargement,

will be the main topic leading to an actual performance engarent.

2.2.8. Request queuing

Here, we deal with the average number of request that incortiestbase station.

The figure 2.17 represents the arrival rate performancenotiion of the collision

probability. As we expect, using humerous codes allowsdoli@ higher arrival rate.
But, the figure also shows that this does not affect the rolegstagainst the collision.

The figure 2.18 shows the income enhancement obtained by asarxge number

of ranging code. Obviously, the average arrival rate inggsawith the number of

users, but this increase can be linear only if the CDMA cdpdits the attempt rate
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Fixed point equation vs. collision for several m values
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Figure 2.14. Plots of1 — I'(3) vs.~ : Fixed Point Equation, function of the
collision probability for different values of m. IEEE802.16e default vatues
bo=16, t,=50 and N=128, n=50

Fixed point equation vs. collision for several t values

FPE

O‘,l 0‘,2 Dj3 0.4 05 0.6 0‘.7 0.8 0.9 i

Collision probability

Figure 2.15. Plots of1 — I'(3) vs.~ : Fixed Point Equation, function of the
collision probability for different values af.. IEEE802.16e default values :

bo=16, m=16, and N=128, n=50

behavior. We observe on the figure, that the lowest valuesinéitice a slower arrival
rate increasing. For instance, 50 users perform an averagel aate equals to 0.5
through 2 ranging code, compare to a 0.8 arrival rate witha8®ing code. In fact,
it seems that the arrival rate converges, function of thgirencode number, and the
convergence values rapidly increases with this param@&er.it proves that thév
parameter is one of the most important factors for the cdiviggcperformance.

The parameteN corresponds to the main factor of robustness against thie col
sion : with an insufficient ranging code diversity, these eruonis attempt will easily
undergo collisions. The figure 2.18 testifies that it mustiaduated in function of the
number of user. We use here 50 users because of some sinlinfatation. But the
IEEE802.16¢ is designed to assume far more customer thalaylye ranging code
variety.

We finish our analysis by presenting the average queuing éeleountered by the
incoming ranging request. The figure 2.19 shows the resatarf unbuffered queue,
while the figure 2.20 presents the buffered case results.

First we remark that the average delay for both cases arevarIthan the au-
thorized delay defined in the standard. Thetimer allows the sender to wait up to
50 MAC frames before acknowledging a possible loss. Fromach @50 users, we
observe that the average delay does not exceed 3 MAC framérefonbuffered case.
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Fixed point equation vs. collision for several user number values
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Figure 2.16. Plots of1 — I'(3) vs.~ : Fixed Point Equation function of the
collision probability for different values of N. IEEE802.16e default vatues
bp=16, m=16,t,=50 and N=128
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Figure 2.17. Plots of A vs. : Average request incoming, function of the

collision probability for different values a¥. IEEE802.16e default values :
bo=16, m=16,¢,,=50 and n=50

Obviously we note that this maximum values will increasehwfite number of users.
But it also seems that it would be relevant to adaptthgarameter in accordance with
the pool of customers. Moreover, the figure 2.19 proves lgle¢hat this parameter,

by inducing a lower arrival rate, also decreases the quedétgy. We could find a

trade-off between these two impacts to design the best fittkaek for thels timer.

Concerning the buffered case in the figure 2.20, we obseatefdh a threshold
value of the buffer size, ranging requests undergo a deogeasieuing delay. In
fact, these results testify that some overflows occur, i.@nymincoming requests are
dropped because of there are no remaining slot in the queoe.w& remark the
key topic which has to be observed to design the base statiffer size : thet,
parameter, which has a major impact on the ranging requesisiing in the queue,
can achieve better queuing performance in function of thiésmm probability. The
figure 2.20 shows that’B; timer equal to 5 achieves better performance that the others
for a collision probability equal to 0.5, whereas for thisueg the performances fall
below the 0.4 collision probability. We encourage to coasithis remark in order
to develop a more efficient designing algorithm which ineélsidin adapted approach
of the communication parameter depending on the collisavameter and the arrival
rate factors (i.e. mainly,. andN).
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Average arrival rate vs. number of user for several N values
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Figure 2.18. Plots of A vs.n : Average request incoming, function of the
number of user for different values df. IEEE802.16e default value9y=16,
m=16, andt,.=50
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Figure 2.19. Plots of D(«) vs.~ : Average delay, function of the collision
probability for different values of.. IEEE802.16e default values,=16,
m=16, andn=50

Buffered queuing delay vs. collision for several trvalues
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Figure 2.20. Plots of D(«y) vs.~ : Average delay, function of the collision

probability for different values of,.. IEEE802.16e default valuesy=16,
m=16,n=50 and buffer=6

With this contribution we provide a complete analytical rabfibr the MAC layer
performance. Due to the Fixed Point Analysis, we provideattempt rate behavior
and its impact of the collision probability in function ofdsltommunication parame-
ters. First the study reveals that theparameter is the main performance factor, and
an accurate tuning study could lead to a great performarttaneement. Second
and particularlym can also be tuned to increase the attempt rate without reagess
impacts on the collision probability. Finally, we provideetcollision statistics for a
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large range of the user number. This testifies to the needditiEd ranging code
partitioning to manage the pool of users.

The next step of our study consisted in defining the queuinfppeances relative
to the requests incoming into the base station. First, werebsthe impact of the
code rangeV on the arrival rate in function of the collision probabiliyd then of
the number of users. The first one shows that the number of @oele not enhance
specifically the robustness of the system against the iwilisBut the second one
testifies that the code range have to be designed in functitheqool of users : the
performance can drastically fall with an unadapted numbeairiging codes.

The last topic of the queuing analysis dealt with the delgyeeienced by the in-
coming requests. The unbuffered case leads to the obserwakiich has motivated
originally our study. The average queuing delay is largehaker than the one ex-
pected by the standard. The nodes could wait up to 50 MAC fsamacknowledge a
request loss, but our simulations show that this delay doesxteed 3 frames, for 50
user using &, parameter equal to 5. Please note that this experienceyl distacase
with thet,. increasing. In addition, this last remark leads to an otlhseovation : by
increasing the,. parameter, we also decrease the arrival rate as well as thengu
delay. So, future works are required to define an adaptedovane ther,. parameter
in function of the number of users, and the actual queuingydat the base station.
The buffered case shows, as expected that for the smallestsvaft,., some over-
flow drops occur. But it also reveals that the delay perforrearevolve in function
of the collision probability. The, parameter can achieve better performance with an
increasing collision probability. So here too, a tuningdstaould be completed.

2.3. Erlangian approach
2.3.1. Problem formulation

The Erlang capacity of a given system refers to the amountaéfid that can be
handled by the system for a given target blocking probabatile achieving a certain
QoS requirement.

Traffic, both offered and accepted, is given in terms of a naaival rate, as-
suming arrivals follow a Poisson process, divided by a meawice rate, assuming
service obeys to an Exponential distribution. Users in¢hie follow then a dynamic
configuration, i.e., they come and leave the system afteiita finration, as opposed
to static users that come to the system at time 0 and remathdarhole duration of
analysis, such as long-lived flows.

Resources are in our case formulated in terms of (dedicatdatiarriers allocated
to users. The latter can be of two types: streaming and elagtie former are char-
acterized by a constant-bit-rate requirement and are flagated subcarriers for the
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whole duration of their call, which is independent of the wjity of resources they
receive. Elastic flows are on the contrary driven by a maxinthroughput; their

transfer time is proportional to the amount of resourceg tfet. When using TCP at
the transport layer, they have the ability to share resauiaey among themselves;
such a behavior can be modelled using Processor Sharing\(RS)ext detail how

subcarriers are allocated in OFDMA systems.

2.3.2. Sub-carrier allocations

OFDMA is a multiple access technique which divides the tBtet Fourier Trans-
form (FFT) space into a number of sub-channels (set of sufiecaithat are assigned
for data exchange) whereas the time resource is dividedimésslots (i.e. in WiMAX
OFDMA PHY [YAG 04], the minimum frequency-time unit of sullt@nnelization is
one slot, which is equivalent &8 sub-carriers) and a frame is constructed by a number
of slots.

As stated earlier, WiIMAX standards [802 04] specify two elifint distributed al-
location modes which impact greatly the capacity of theesystThis actually refers
to the way the pilot allocation is performed in an OFDM symbdiich specifies
the type of sub-channelization: Fully Used Sub-Channtting FUSC) occurs if the
pilot sub-carriers are allocated first and the remainingarbiers are divided into
data sub-channels. In the other sub-channelization metlatldd Partially Used Sub-
Channelization (PUSC), data and pilot sub-carriers arttipaed into sub-channels,
and then within each sub-channel, pilot sub-carriers doeated. All UL sub-frames
use PUSC mode, while DL sub-frames could use FUSC or PUS@Xamnple, in the
downlink of a WIMAX system with FFT size 0f024 and after reserving the pilot and
guard sub-carriers, a FUSC allocation corresponds+016 sub-channels ok’ = 48
data sub-carriers each, while a PUSC allocation corresptnd = 30 sub-channels,
each containingy = 24 data sub-carriers. Please note that we hereafter use FUSC
and consider one burst per frame.

In OFDMA-based WIMAX system, resource allocation is dondrime-frequency
domain: a call may share a sub-channel with other users.iJ Higstrated in Figure
2.21 where userg, 3,4 and5 occupy each one sub-channel half of the time while
userl occupies one sub-channel all the time. With OFDMA, the ussticd could
choose sub-channels based on geographical location witbatential of eliminating
the impact of deep fades.

2.3.3. Interference

When cellular networks are designed using OFDMA technologgr-cell inter-
ference appears as the limiting problem. In the downlinkifistance, inter-cell in-
terference occurs at a mobile station when a nearby basenstatnsmits data over a
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Figure 2.21. Time-frequency resource allocation in OFDMA WiMax system

subcarrier used by its serving base station, as illustiateegure 2.22. This is called
collision and, depending on the number of interfering bastons, we can have more
than one collision at the same subcartiehs the frequency is allocated in WiMAX
on the basis of subchannels, each consisting of severadsidys, different scenarios
are possible:

— In the case of adjacent allocation, when a collision ocaltshe subcarriers of
the subchannel are involved. Frequency hopping is therssacgin order to distrib-
ute the interference between users.

— For distributed allocation, frequency diversity is ersliwhen constructing the
subchannels, thus leading to an averaged interferencebrtealls.

However, authors in [ELA 06d] showed that the number of salis is independent
of the allocation mode, and is always distributed followanyper-geometric distrib-
ution when the system is homogeneous.

When a frequency reuse of 1 is supported, i.e., all cellsiseaperate on the
same frequency channel to maximize spectral efficiencyrtez-cell interference
is a major concern due to heavy cochannel interference (CSBrs at the cell edge
may thus suffer degradation in connection quality. Thisexdge interference problem
has been addressed by appropriately configuring frequesagyeuwvithout resorting to
traditional frequency planning. Indeed, the classicatrii@rence avoidance scheme
is obtained by dividing the frequency band into 3 equal suldbaand allocate the
subbands to the cells so that adjacent cells always usedifférequencies. This
scheme, called reuse 3 scheme and illustrated in Figure B2®ssible using the
PUSC mode. The underlying idea is to allow interference érgn cells located in
ring 2, leading thus to low interference.

4. Please note that a collision does not necessarily mean loss of a setigarmerely a prob-
ability on that event, as quantified in [ELA 06d].
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Figure 2.22. Inter-cell interference in WiMAX.

Figure 2.23. Reuse 3 scheme: interfering cells are in ring 2.

A hybrid solution between reuse 1 and reuse 3 schemes, dllsd czuse partition-
ing, has been proposed [WiMb]. The idea is to use a frequesurser of 1 at the cell
centers where interference is low, and a frequency reuseabfl® cell edges where
users are more subject to interference. This is illustris&iure 2.24 and called frac-
tional frequency reuse. This frequency allocation modeossible in WiMAX using
the PUSC mode. In fact, each segment in PUSC is decomposethintgroups, re-
sulting in six different groups: 3 even groups of 6 subch#neach and 3 odd groups
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of 4 subchannels each. All even groups can thus be allocatbeé cell centers, while
only one odd group is allocated to cell-edge users. Thidtgesuthe loss of 2 odd

groups (8 subchannels); to compare with the loss of two setgnequivalent to 20
subchannels when reuse 3 is used.

a) Power b)
o [
G2
1
Cell

Center

P2

M=
Gy G & G
Frequency

Figure 2.24. a) Fractional frequency allocation scheme where a reuse 3
scheme is used at cell edges and b) power/frequency scheduling eitect
power in cell 1 at the frequencies used for cell edge users in the cells 2-7.

When using this fractional reuse scheme, upon the arrivalusks, it is allocated
a subchannel within the frequency band that corresponds foosition in the cell.
As the location of the mobile cannot be precisely known, theiae is based on the
path loss: A threshold on the path loss is fixed and terminaipaaents with a path

loss larger than this threshold are assigned a subchantighhe frequency reuse 3
bandwidth.

Even if the overall cell throughput is large in the hybridduency allocation
scheme, there is still a loss of subchannels compared wéthethse 1 scenario. To
overcome this problem, a proposed solution is to use a poamral on some fre-
quency bands to limit interference at the cell edges. Inc¢higext and referring to
Figure 2.24-a, only cell 1 is allowed to transmit with fullyer using the &;" part
of the spectrum while cells 2-7 are allowed to transmit irs thart of the spectrum
using only a reduced power. This is illustrated in Figuret2b2 This will reduce the
downlink interference seen by cell-edge users served byl egimpared to a classi-
cal reuse 1 scheme. The radio resources used for transmissldEs in a cell are
controlled by the scheduler in the base station and fraaticruse can therefore be

implemented as part of the scheduling decision. Fracticsade can thus simply be
seen as constraints to the scheduler.
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This scheme has been proposed for 3G LTE systems [3GP 05]pdhier/frequency
scheduling is possible in WIMAX [ELA 06b], as for fractionaduse, using the even
and odd groups in the PUSC mode, with the difference thatallgs are used in each
cell with different powers. Only 22 subchannels are usedh itl power (18 sub-
channels for cell center users are 4 for cell-edge ones)rémaining 8 subchannels
are allowed to be used within the cell center with a reducedepdP, = P; /R, with
R > 1), only when the 18 subchannels assigned for cell centercmepoed.

2.3.4. AMC and cell decomposition

AMC, in the presence of path loss only, denotedtbyields high efficiency mod-
ulation is used for users whefe < ¢, corresponding to a large SNRThis results in
the division of the cell into- regions,; = 1...r (see Figure 2.25), which we assume
to be concentric circles of radiug; for simplicity, but might be of different topology
if we take into account other phenomena, such as fast-fadimgach region, users
have the same modulation scheme and experience thus apmrdasg bit rate which
decreases as users get further from the base station.

Figure 2.25. Cell decomposition into regions

To calculate the area covered by each modulation scheme, wsé cetermine
the maximal distanc®; between Base Station (BS) and users using a corresponding
modulation. This distance is determined using the maxirid® & user should receive

5. Please note that, for the time being, only the SNR matters, and not SINRighal to
Interference plus Noise ratio, as we now talk about the case of one ¢sdl@tion. In the next
subsection, the multiple-cell setting will arise along with underlying interig@eand SINR.
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without data loss. Different values of received SNR foratiént modulation/coding
schemes have been calculated in Reference [802 04] and @ $h Table | (first
three columns). We use them to calcul&g[TAR 07].

The path loss for the free space model is given by [STU 01]:

A
PLildB] = —10log[GrCr(; 5 )2

47 RZ

= —10log Gg — 10log G + 20log ( )

where G is the emitter antenna gaids z is the receiver antenna gaif; is the
distance between the emitter and the receiveraizthe wavelength. This path loss
is also equal to

PLi[dB] = Pg|dBm] — SNR[dB] — N|dBm|

wherePy is the emitted power anl¥ is the thermal noise (in units of decibels) which
is equal to:
N[dBm] = 10log(tTW) (2.7)

7 = 1.38 - 10~ 3watt/K — Hz is the Boltzmann constant; is the temperature in
Kelvin (T' = 290) andWV is the transmission bandwidth in Hz.

Using the above equations, we can calculate the relatipttiveen the distance
and the SNR as follows:

- A s 1082 [dBm]+10log(GE)[dB]+101;§(GR)[dB]7SNR[dB}7N[dBm]

R, = - (2.8)

The area of each regid$) is given by:
Si=m- (Rzz - Rzz—l)
whereRy = 0.

For the sake of illustration, let us consider the followingeple based on the
licensed band for WiMAX to outdoor use in France which statts frequency of
3.4G H z and which has system bandwidth equaléd/ H z. At this bandwidth, the
thermal noise is equal t6100.97d Bm. According to the maximum allowesiffective
Isotropic Radiated Power (EIRR)f 11V, where the emitters are assumed to have an
emission powetrPg of 1W for users. We consider the case of antennas in BS and
user equipment without gain. In Figure 2.26, we represeanidibtance assigned to
SNR for switching points. The proportion of each surfaceagrer PHY assumption
is determined and shown in in Table 2.4.
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Figure 2.26. Received SNR function of the distance

Modulation Coding rateReceiver SNR(dBSurface [%
BPSK 1/2 6.4 39.4
QPSK 1/2 9.4 20.75

3/4 11.2 28.0
16 QAM 1/2 16.4 4.07
3/4 18.2 5.14
64 QAM 2/3 22.7 0.9
3/4 24.4 1.74

Table2.4. IEEE802.16 PHY assumptions

2.3.5. Flow throughput

The instantaneous physical bit raé"“ of streaming or elastic users in regidp
is given by:

cse LYY x K x C xlogy(M)
R = s x (1 — BLER)

= L¥*x K x Bx E; x (1— BLER) (2.9)

whereL:"“ is the number of sub-channels to be assigned to streamasgtelisers in
regionsS;, K is the number of data sub-carriers assigned to each sulmehéhis the
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coding rate of thé\/-ary modulation[[ is the OFDMA symbol duration given by:
T‘; = Tb + Tg

with Ty, the useful symbol period (in units of microseconds) give% andT, the
guard period equal t&' x T, W is the bandwidti{M H z), n is the sampling factor,
G is the ratio of cyclic prefix (CP) to useful timé,. is the sector coefficientS(. is
equal to 1 in FUSC and in PUSC3 sectors),B is the baud rate (symbols/sed);
is the efficiency of the modulation (bits/symbol) in eachioegS; and BLER is the
perceived Block Error Rafe

2.3.6. Capacity evaluation

References [TAR 06] and [TAR 07] consider the issue of cdpagith dynamic
arrival and departure of streaming and elastic uses to stersy with a priority to the
former over the latter which share the left-over capacitggmocessor sharing basis.

In [TAR 06], emphasis is set on one region only. Using the @8&ationary (QS)
assumption [BEN 01], wherein streaming calls are assumexriee and leave the
system in a manner slower than that of data ones, i.e., ttoeofdhe mean arrival rate
of streaming flows to that of elastic ones,/\¢, is very small, and so, in the presence
of n® streaming calls, tha® data flows may be studied as if they were in a stationary
regime, following an M/G/1 Processor Sharing (PS) queue.

Let ne denote the mean number of data flows in the systénis given by:

ne =Y kPr(n®=k) (2.10)
k=0

where

Pr(n® =k) =Y _Pr(n®=kln® = j)Pr(n® = j) (2.11)
J
and
Pr(n® =kln*=j) = lnk A (2.12)
G e(5) '

whereG is the normalizing constant.

The distribution ofn® is given by an M/M/m/m queue :

6. Note that for each value of SINR, we can determine a couple of vdllle8L ER) and
these values are determined by link level curzes: f(SINR) andBLER = g(SINR)
7. Note that in the absence of any admission control, this number can gontityinfi
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, G
Prin®=4§)=Pr(n®* =) !\ 2
r(n® = j) r(n® = 0)II;_, k+ D

forall j < n?, .. and wherePr(n® = 0) is determined by the normalization condition

max

Yo, Pr(n®=1i)=1.

In [TAR 07], the whole cell is considered, first in isolationhere mostly AMC
is considered, and then in a multiple-cell setting, i.&ing into account interference
too. The analysis follows in this case an exact Markovian ehoteaming calls are
assumed to arrive to regidf) according to a Poisson process with intengityaind use
L? sub-channels for an exponentially distributed time witramg/.° independent of
the share of the resources they get. Elastic flows are assuinagdve to the system
according to a Poisson process with intensifyand assumed for tractability to have

a service exponentially distributed with meah= % whereE|[Z] is the mean file
sized,

(2.13)

The system can be modelled as a Continuous Time Markov CIEAIM(C) by
taking into account the proposed priorities for the intégraof streaming and elastic
flows as well as the way they share resources.

The state is characterized by the following row vector
— K K E >
n = (ni,n3,..,n.,ng,ng, ..,ns)

r

wheren? andn{, for i = 1...r, represent the number of streaming and elastic calls in
regionsS;, respectively.

The state space of the system is given by
&= {m e N*|Y (Lin; + Lin{) < L} (2.14)
i=1

whereL; andL{ denote the number of sub-channels allocated to streamthglastic
calls in regionS; respectively and. is the maximum number of sub-channels in the
cell.

The steady-state probability vector is given ﬁ} = {n(W)wcs}. Note that
the corresponding system is non homogeneous as the depeatarof elastic calls
depends on the overall number of calls in the system whetessnging calls do not.

8. In fact, the total length of an elastic flow in units of packets is found to folldaganormal
distribution, according to the measurement-based modelling [DOW 01]



WIMAX network capacity and radio resource management 97

The solution of the steady-state distribution is obtaingddlving the set of lin-
early independent equations given by:

-
I Q=0

) =1 (2.15)

To construct the transition matri@, all possible transitions between neighboring

states should be considered. gt — ﬁ’)) denote the transition probability from

state7 to neighboring states’. Note that when a new call is accepted in regfn
1 <4 < rthe state is noted by’;* and when a call terminates the service the next

—s,e

state isi;>". We thus have the following transition rates:

(T —ng) = X

(7 —ne) = ngp

B =)= (2.16)
g(n —ng) =AY

g(W —ne) = "

and the valueg(n — 7) must be obtained as the sum of all terms in each line in
matrix Q is equal to zero for < i < r.

This analysis enables to quantify several performance unesasnamely the block-
ing probabilities for both types of traffic, streaming andstic, as well as mean trans-
fer time of elastic flows. Results in [TAR 07] show that in terof blocking there is
only one class for streaming flows in the inner and outer reggidData flows how-
ever are elastic and share capacity among themselves in mdaner on the basis
of processor sharing. This makes them obtain the same bigpckte. They however
obtain different mean transfer times in each region comrdjng to the bit rate they
achieve therein.

In a multiple-cell setting, with reuse partitioning, foreaming flows, the blocking
probability in the inner region decreases as flows in thigoregave now access to all
sub-channels whereas flows in the outer region do not. Thker ladve thus higher
blocking. For data flows however, both blocking rates, irarat outer, increase with
respect to the case with no frequency reuse, as more strgéows are now accepted;
with a higher increase in the outer ring as less sub-chamamnelsow available.

Reference [ELA 06a] is also on capacity in OFDMA. Frequereyse is consid-
ered as the major concern because the channel can only lesl retien interference
is low but its reuse increases the number of collisions amtdénterference. Solu-
tions are sectorization or special allocation of subcestie the edge of the cell. The
authors note that collision does not necessarily mean losgnobol, it just makes it
more probable. Authors in this work first calculate the meamioer of collisions in
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a multicell setting, and then calculate the correspondirdpability of SNR degra-
dation, and this for a given load. They numerically consither Erlang capacity of
such a system, including the trade-off between dimensgpaitd modulation, in the
presence of both streaming and elastic flows.

As of the frequency planning schemes, an analytical modeblean proposed in
[ELA 06b] to evaluate their performance based on a queuirayars. It has been
shown that a reuse 1 gives a high throughput to the cell, adhdhe performances at
the edge of cells are very bad. A reuse 3 scheme decreaseslgalethe throughput
because only a third of the capacity is used in each cell. 8adun the center of cells
combined with a reuse 3 in the edges of cells can realize aptaitle compromise
between the total throughput and the performance of edgellsf [this is partition-
ing!]. Finally, power/frequency scheduling scheme resdia high cellular throughput
with an acceptable performance at cell edges and can theonséered as the best
compromise.

Reference [NUA 06] is on OFDM, with streaming and elastidfizaincluding
inter-cell interference with frequency reuse 1/1 and 148 ®rceg propagation model
and slow fading. The work is based on simulations, using aatlThey calculate the
outage time, the time during which the received signal i®wel certain threshold,
the mean download time and the cell capacity (in Mbps), afl Asction of number
of users in the cell.

This work contains two other references [BAL 05b] [BAL 05a] works on per-
formance of 802.16 using simulations only. Their criticisnthat the other works use
complex simulators, whereas they don't.

Eventually, Reference [PAN 07] is on intercell interfereric wireless broadband
access in general, not only 802.16 (no mention of OFDMA fstance), as capacity
is mostly dependent on intercell interference. The aredythodels for intercell inter-
ference are developed both in the uplink and downlink anel itatio account especially
the effect of rain fading in the expression of the path loss.
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