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The wireless metropolitan network standard for WiMAX, IEEE802.16, defines
various high speed mechanisms that provide wireless last mile broadband access in
Metropolitan Area Networks (MANs) at a cost much lower than traditional cable,
DSL or T1 technologies. A typical scenario for the use of WiMAX is for it to pro-
vide broadband Internet access to various users in one or more buildings via rooftop
antennae. This emerging technology provides a very attractive alternative to the 3G
technology which is based on cellular networks. The low costof WiFi deployment is
obtained at the cost of much smaller coverage. The WiMAX is part of a global stan-
dardization effort of the IEEE that involves not only the local WiFi networks (IEEE
802.11) but also regional networks (IEEE 802.22).

WiMAX, supports several advanced techniques, such as Adaptive Antenna Sys-
tem (AAS), Adaptive Modulation and Coding (AMC) and Convolutional Turbo Code
(CTC). IEEE 802.16e defines five QoS classes: i. Unsolicited Grant Service (UGS) for
constant-bit-rate, delay-and-jitter-sensitive applications such as Voice over IP, ii. real-
time Packet Service (rtPS), also specified for streaming applications but with higher
priority on all other classes, iii. Extended rtPS (ErtPS) adds a bound on the jitter, iv.
non-rtPS (nrtPS) for elastic applications and v. best-effort (BE).

The implementation of these QoS classes takes place at the MAC layer via a clas-
sifier and a scheduler. It operates at the flow level, defined bya service flow ID and a
connection ID pair, uplink or downlink direction and a set ofQoS metrics.

This general survey is composed of two parts which correspond to workpackages
WP2 and WP4 of the WINEM project.

In chapter 1 we survey issues related to information-theoretic formulation of ca-
pacity in IEEE802.16 WiMAX, with a focus on the PHY layer. Many optimization
problems can be stated due to the numerous possible choices in the optimization cri-
terion (minimum sum power, maximimal sum rate, fairness andall its variants, ...),
which come with related algorithms. In chapter 2, we presentWiMAX capacity under
the networking point of view, and related radio resource management issues. The bulk
of scheduling and CAC solutions proposed by researches for IEEE 802.16 is being
presented. We first provide an overview of the main features proposed by the standard
to support QoS and then outline the challenges that should beaddressed when design-
ing a new scheduling or CAC solution. Along with the description of each proposal,
a comparison outlining the advantages and limits of each solution is being presented.
Then a focus is made on the MAC layer and an Erlangian approachof system capacity
optimization is presented.

For an easier reading a list of all acronyms used in this report is provided on the
following page.
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Acronyms

AAS : Advanced Array Systems
AMC : Adaptive Modulation and Coding
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Chapter 1

Information theoretic capacity of WiMAX

Tijani Chahed (GET/INT), Laura Cottatellucci (Eurecom), Rachid Elazouzi (LIA), So-
phie Gault (Motorola), Alberto Suarez Real (Eurecom)

1.1. System description

The first version of WiMAX, for fixed broadband access in the 10-66 Ghz range,
was started in 1998 and was completed in October 2001. It was amended in version
802.16a to behind 2-11 GHz in January 2001. Version 802.16d,completed in Janu-
ary 2004, brings some enhancements in the uplink. Version 802.16e is mainly about
mobility and asymmetric links.

The WiMAX Forum [WiMb] was created to promote inter-operability between
proposals and products which produce many options in PHY andMAC layers, both
in licensed ranges (2.5-2.69 and 3.4-3.6 Ghz) and unlicensed ones (5.725-5.85 Ghz)
[GHO 05]. And hence a confusion on performance, in terms of capacity/rates and
coverage.

The design of 2-11 GHZ PHY layer is driven by Non-Line Of Sight(NLOS) com-
munications. Standards a and d define three possible access mechanisms : SC (Single
Carrier), OFDM (256 carriers, with multiple access based onTDMA) and OFDMA
(2048 carriers, multiuser OFDM by giving a subset of carriers to individual users).

A variable channel bandwidth, an integer multiple of 1.25, 1.5 and 1.75 MHz with
a maximum of 20 MHz, has been adopted for global implementation. But this choice
is being narrowed down by WiMAX Forum.
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12 Survey in two chapters for Hermes

1.1.1. Subchannelization

This refers to the dedicated allocation of blocks of subcarriers to users and not
single subcarriers, following either a distributed mode, which improves frequency di-
versity and robustness, or the adjacent mode, which increases multiuser diversity.

In the distributed subcarriers allocation, full channel diversity is obtained by dis-
tributing the allocated subcarriers to subchannels using apermutation mechanism.
This mechanism is designed to introduce frequency diversity, thus minimizing the
performance degradation due to fast fading which is characteristic of mobile environ-
ments. In addition to that, WiMAX standards [802 04, 802 05] specify two different
distributed allocation modes: The FUSC (Fully Used Subchannelization) mode where
all subcarriers are used to form subchannels in each cell, and the PUSC (Partially Used
Subchannelization) mode where the frequency band is divided into three segments.

For illustration, with an FFT size of 1024 and after reserving the pilot and guard
subcarriers, a FUSC allocation will correspond to 16 subchannels of 48 data subcarri-
ers each, while a PUSC allocation will correspond to 30 subchannels, each containing
24 data subcarriers. Note that assigning subcarriers to subchannels in PUSC is a bit
complicated, as it employs two permutations:

– An outer permutation divides the subcarriers into six major groups of clusters
using a specific renumbering sequence.

– An inner permutation operates separately on each major group, distributing sub-
carriers to subchannels within the group and is based on the FUSC permutation with
distinct parameters for the odd and even major groups.

This is illustrated in Figure 1.1, where two groups are assigned to one segment
corresponding to a sector of the cell. Note that a segment canalso be allocated to a
cell in an omni-directional setting.

The adjacent allocation corresponds to the WiMAX AAS (Advanced Array Sys-
tems) mode, designed to support MIMO techniques and adaptive modulation. Note
that, in order to achieve a frequency diversity, mobiles using adjacent allocation may
hop rapidly between different subchannels during their communication times.

1.1.2. Adaptive Modulation and Coding

The idea behind Adaptive Modulation and Coding (AMC) is to transmit at the
highest possible data rates when the channel is good, and lowrates when the channel
is bad, so as to avoid excessive dropped packets.

Versions a and d define 7 modulation and coding combinations,for robustness
versus rate trade-offs, depending on channel and interference conditions. These are
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Figure 1.1. Construction of groups and segments in the PUSC allocation
mode.

the same as in 802.11 a and g, the only difference being that WiMAX uses outer
Reed-Solomon code concatenated in an inner convolutional code. Interleaving is used
to reduce the effect of error bursts. Turbo coding is optional (increases capacity but
also delay and complexity). The difference between the UpLink (UL) and DownLink
(DL) is in the length of the preamble (to help the receiver with synchronization and
channel estimation): it is short in the UL, long in the DL [GHO05].

The AMC controller tunes transmit power, transmit rate (constellation) and cod-
ing rate, as a function of Signal-to-Interference-and-Noise-Ratio (SINR). The perfor-
mance depends on many factors : BLock Error Rate (BLER), ARQ/HARQ and power
control vs. waterfilling for instance (more power to stronger channels, not always true
in practice where some savings are possible [AND 06]).

1.1.3. Diversity

Four types of diversity exist in OFDMA-based WiMAX : multiuser diversity (be-
tween users), spatial diversity, frequency diversity (between subcarriers) and time di-
versity (by allowing latency).

Note that although these diversities bring gains in capacity, they are not necessarily
additive. For instance, multiuser diversity gain reduces in WiMAX because of spatial
diversity and the need to assign users contiguous blocks of subcarriers.
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1.1.4. MAC functionalities

The MAC layer is composed of Convergence-Specific (CS) and Common Part
(CP) sublayers. CS maps transport layer specific traffic to flexible, any-traffic MAC
layer units. CP is responsible for fragmentation of MAC SDUsinto PDUs, QoS,
scheduling and retrasmissions. Details of scheduling and reservation management are
left undefined in the standard.

The MAC frame structure is as follows (see Reference [KIM 05b]). The MAC
frames are composed of two main TDMA subframes, one for the downlink and an
other one for the uplink. For the needs of the connectivity study, we focus only on the
uplink subframe, itself partitioning in four TDMA subframes. The first three are re-
served for the CAC : initial and maintenance connection. Thelast one carries the data
transmission through numerous time slots. The whole capacity is greatly improved by
using, for all these subframes, several OFDMA frequencies.Moreover, the ranging
intervals can manage a large number of contending connection because each of the
three time slots uses CDMA technique. This allows to share the channel resources
through all contending nodes as well as minimize the collision probability. Figure 1.2
shows all these specificities. On this, only a single time slot and its OFDMA sub-
channels concerns the CAC process. the figure 1.2 sketches itas "Periodic Ranging
and Bandwidth Request Ranging interval". All our study aimsat characterizing the
arrival, collision and queuing process for the requests which arrives in this interval.

Figure 1.2. IEEE 802.16e MAC frame format

The bandwidth request principles are as follows. Once a nodeis roamed to its
cell, it can engage a bandwidth request. The procedure depends on the node state : if
the node is silent, it uses the contention time slot in the Bandwidth Request Ranging
Interval. Else, when the node is still transmitting, the request is achieved by using
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an aggregate or incremental bandwidth request in its data reserved time slots. The
incremental one is required when a node needs more resources. The other one allows
to reevaluate, often periodically, the node needs.

As soon as a node wants to send data, it chooses one of theN codes composing
the dedicated bandwidth request code family, and proceeds to its demand by transmit-
ting its coded request through the bandwidth request ranging interval. These requests
follow a backoff process in case of collision in the selectedcode. A collision occurs if
two or more nodes have chosen the same code in the same ranginginterval.

Note that the communication way used in the IEEE802.16e standard is far more
complex than any other wireless communication. Thus, the base station (BS) has
to manage, CDMA coding and decoding, resource allocation, flow scheduling, etc,
from one TDMA frame to the following one. So, the incoming connection requests
wait some MAC frames before receiving any response. In fact,the mobile waits its
bandwidth response until a timeout threshold. The IEEE802.16e standard version
defines the timerT3 as the maximum MAC frame number that a contending node can
wait before considering that its request has been lost on thewireless channel, or in the
BS request queue.

1.1.5. Optional features

Space Time Block Codes (STBCs) are optional and can be implemented in the
DL to provide increased diversity. Its implementation is quite probable in WIMAX
as the latter shall adopt two-antenna transmit diversity using Alamouti code. Receive
diversity is also envisioned as it requires no extra transmission effort [good for coop-
eration].

Intelligent, ie, adaptive, antennas are optional (to improve spectral efficiency of
the system). Point-to-multipoint (PMP) frames are defined both for the UL and DL.

1.2. Achievable rates and resource allocation in single cells: Problem formula-
tion

This section is dedicated to define the concept of capacity ormaximum achievable
rate in single cell OFDMA networks and to illustrate the dualproblem of minimum
transmitted power under target rate constraints. The optimization problem of deter-
mining the maximum achievable rate is inherently related tothe resource allocation
problem. In single-cell OFDMA networks the resource allocation problem consists
in assigning the subcarriers to the active users in the system and in determining the
corresponding transmit powers.



16 Survey in two chapters for Hermes

The problem of maximizing the achievable rate under power constraint and its dual
problem of minimizing the transmit power under target rate constraints correspond
to optimize the system from two different perspectives: a users’ perspective and a
network perspective. From the users’ perspective, the aim is to achieve a certain QoS
characterized by simply a rate (elastic traffic) or a rate andadditional delay constraints
(rigid traffic) keeping the transmit powers as low as possible. The network perspective
aims at maximizing the capacity of the system under maximum power constraints.

The problems consist in allocating both power and bandwidth(subcarriers) so that
the constraints on powers or rates are satisfied and at the same time the system is opti-
mized with respect to the network perspective (i.e. the maximum capacity is achieved)
or to the users perspective (i.e. the desired rate are achieved with minimum cost in
terms of energy). We assume that the problem admits a solution. The existence of a
solution should be guarantee by the call admission control performed at higher lay-
ers. Thus, in the most general framework the problem consists in jointly allocating
subcarriers and powers.

In determining the the fundamental limits of the system we donot take into account
the fairness issue, extremely relevant in practical systems. Therefore, in Section 1.2.2
we reformulate the optimization problems enforcing fairness criteria.

1.2.1. General formulation

In this section we consider an OFDMA system withK users andN tones in the
downlink channel. The base-station and each user are equipped with a single antenna.
We assume that the OFDMA system is designed in such a way that each tone has flat
frequency response. The channel gain for userk on tonen is denoted byhkn and
a system is impaired by additive white Gaussian noise with varianceσ2

kn. Let Sk be
the set of tones allocated to userk. Each tone is allocated to at most one user, i.e.
Sj ∩ Sk = ∅ for j 6= k and∪K

k=1Sk ⊆ {1, 2, . . . , N}. Let pkn be the power allocated
to userk on tonen andγkn = |hkn|2/σ2

kn . The SNR of userk on tonen is pknγkn.

In the rate maximization problem, the total transmitted power is constrained to
be not greater thanPtot and the objective consists in maximizing the sum rate. The
problem can be formulated as follows.
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maximize
K∑

k=1

∑

n∈Sk

log2(1 + pknγkn)

subject to
K∑

k=1

∑

n∈Sk

pkn ≤ Ptot,

Sj ∩ Sk = ∅ ∀j 6= k

∪K
k=1Sk ⊆ {1, 2, . . . , N}

pkn ≥ 0 ∀k and∀n (1.1)

In the dual power minimization problem, each user requires aminimum transmit-
ting rateRk and the objective is to minimize the total used power. It can be mathe-
matically formulated as:

minimize
K∑

k=1

∑

n∈Sk

pkn

subject to
∑

n∈Sk

log2(1 + pknγkn) ≥ Rk∀k

Sj ∩ Sk = ∅ ∀j 6= k

∪K
k=1Sk ⊆ {1, 2, . . . , N}

pkn ≥ 0 ∀k and∀n (1.2)

The first problem is more appropriate for bursty applications, as data traffic, whilst the
second would be more suitable for fixed-rate applications, such as voice traffic.

For the uplink channel, the rate maximization problem can beformulated in a
similar way. The unique global power constraint in (1.1) is substituted by a set of
individual power constraints, one constraint for each of users. More specifically, we

require
{∑N

n=1 pkn = Pk, ; k = 1, . . . ,K
}

.

By making use of the duality of the Gaussian multiple-accessand broadcast chan-
nels [JIN 04] it can be shown that, given a set of minimum required rates, the total
energy required is the same for uplink and downlink.
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In general, the optimization problems described above are not convex. It is nec-
essary to find the optimal subset of subcarriers for each of the users, and the problem
turns into a combinatorial problem with exponential complexity in N .

In order to simplify the problem of resource allocation, twoapproaches are pos-
sible: either to solve the joint optimization problem with asuboptimum approach or
to split it into two sub-problems, frequency allocation andpower allocation. In the
uplink, both power allocation and subcarriers assignment can be done in a centralized
or in a distributed way.

1.2.2. Fairness

It may be advisable to consider fairness criteria to performthe resource allocation.
In fact, the sum rate maximization techniques assign subcarriers to the users with the
best channel gain, and when path loss gaps among users are large (likely scenario in a
wireless environment), most of the resources are assigned to a small subset of users,
and the ones that experience low channel gains may receive nodata. Several different
optimization criteria can be adopted to enforce a fairer behaviour of the system. The
most relevant fairness criteria are illustrated in this section.

– Max-min problem. The objective is to maximize the worst user capacity. The
problem is formalized as follows

maximize min
k

∑

n∈Sk

log2(1 + pknγkn)

subject to : same constraints as in (1.1).

This formulation provides maximum fairness between users,but it is not well
suited to scenarios with users requiring different rates corresponding to different ser-
vice levels.

– Proportional fairness. The objective is still the maximize sum capacity, but a set
of constraints is imposed to guarantee that proportional rates among the different users
are maintained for each channel realization. The problem isformalized as follows

maximizepk,n

K∑

k=1

∑

n∈Sk

1

N
log2(1 + pknγkn) (1.3)

subject to: same constraints as in (1.1),

and the additional constraints

R1 : R2 : . . . : RK = δ1 : δ2 : . . . : δK

where{δi}Ki=1 is a set of fixed values

ensuring proportional fairness among users.
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– Hard Fairness. Within this strategy each user transmits athis own desired rate,
independently of the actual channel realization. Indeed, this formulation corresponds
to the minimum sum power problem.

1.2.3. Unified approach

Let us introduce the utility functionUk(r) of userk. The utility function is required
to be a nondecreasing function of the data rate. A unified framework for the above
mentioned problems in the downlink can be formulated as follows

maximize
K∑

k=1

Uk(Rk) (1.4)

subject to Rk =
∑

Sk

log2[1 + pknγkn]

∑
pkn ≤ Ptot, pkn ≥ 0

The general problem statement in (1.5) boils down to the classical sum rate maxi-
mization problem whenU(r) = r. When fairness is introduced the slope of the utility
curve should decrease as the data rate increases. This property prevents from assign-
ing the most of resources to a small subset of users with high channel gains. IfU(r) =
log(r) the unified framework (1.5) reduces to a proportional fairness model similar to
the one considered in (1.3). Utility functions of the formU(r) = − r−α

α , α > 0
can also be considered. The parameterα determines the degree of fairness. Stricter
fairness requirements are enforced asα increases. The max-min fairness is obtained
by lettingα→∞.

In the following, we assume a continuous spectrum of subcarriers. We denote by
Dk the frequency band assigned to the userk and we assume that bands assigned to
different users are not overlapping. Then, the unified resource allocation framework
is formulated as follows

maximize
K∑

k=1

Uk(Rk) (1.5)

subject to Rk =

∫

Dk

log2[1 + βp(f)γk(f)]d f

∫ B

0

p(f)df = Ptot, p(f) ≥ 0
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whereγk(·) is the ratio between|hk(f)|2, the power spectrum of the channel of

userk, and the power spectrum of the noiseNk(f), i.e. γk(f) = |hk(f)|2
Nk(f) and

β = 1.5
− ln(−5BER) .

This approach enables to obtain only upper bounds on the performance of practi-
cal OFDMA systems since the minimum granularity of subcarriers is finite in actual
systems.

From this unified framework several approaches steam:

– Subcarrier assignment. It is obtained by assuming a uniform power allocation
over the entire available frequency band, i.e.p(f) = 1

maximize
K∑

k=1

Uk(

∫

Dk

log2[1 + βγk(f)]d f)

– Power allocation. For a given subcarrier assignment{Sk} the power spectrum
p(f) is optimized in order to

maximize
K∑

k=1

Uk(

∫

Dk

log2[1 + βp(f)ρk(f)]df)

subject to
∫ B

0

p(f)df = Ptot, p(f) ≥ 0

– Joint subcarrier assignment and power allocation. The simultaneous optimiza-
tion of subcarrier and power allocation is performed for theproblem defined by ob-
jective function and constraints in (1.5).

1.3. Fundamental algorithms for maximizing the achievable rates in a multiuser
OFDM cell.

The algorithms presented in this section solve the problem of power allocation,
considering two different quantities to maximize. Multiuser extension are designed
for multiple access channels (MAC), i.e., the uplink transmission.

In OFDM systems, waterfilling is the only algorithm that solves the general prob-
lem of maximizing (Shannon) capacity subject to finite powerconstraint.

1.3.1. Waterfilling for capacity-achieving Gaussian inputs.

The optimization problem which is considered in this part isto find the optimal
power allocation which maximizes the sum capacity in the general context of parallel
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Gaussian channels. The solution is given by the well-known waterfilling algorithm.
Waterfilling principle takes advantage of the problem structure by decomposing the
channel into orthogonal modes, which greatly reduces the optimization complexity.
This idea can also be extended to the multiuser case under the“aggregate sum capac-
ity” 1 objective.

1.3.1.1. Model

In a genericK-user Gaussian vector multiple access channel (MAC), the output
signaly received at the base station (BS) can be expressed as follows

y =

K∑

i=1

Hixi + z

where

– Hi is the time-invariant channel matrix (uplink channel between useri and BS),

– xi is the input signal transmitted by useri,

– z is the additive Gaussian noise vector with a covariance matrix denoted asSz.

Channels are assumed to be known to both the transmitters andthe receiver. Fur-
thermore, there is no cooperation between the transmitters. Transmitted signals{xi}
are assumed to be independent and satisfy the power constraints

tr
(
E[xixT

i ]
)
≤ Pi .

Let Si = E[xixT
i ], the power constraint becomes tr(Si) ≤ Pi.

1.3.1.2. Single-user waterfilling

For a single-user Gaussian vector channel, the signal expression is reduced to

y = Hx + z .

Therefore the sum capacity maximization problem is

maximize
1

2
log |HSHT + Sz| −

1

2
log |Sz|

subject to tr(S) ≤ P

S ≥ 0 .

1. The aggregate sum capacity is defined as the sum of all capacities over parallel channels and
over users.
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The problem resolution is as follows.

1) The first step is to take the eigenvalue decomposition of the noise covariance
matrix Sz, which is symmetric positive definite

Sz = Q∆QT

whereQ is an orthogonal matrix and∆ is a diagonal matrix containing the eigenval-
ues.

The problem can then be rewritten

maximize
1

2
log |ĤSĤ

T
+ I|

whereĤ is the normalized channel matrix:̂H = ∆−1/2QT H.

2) The second step is to take the singular value decomposition of Ĥ

Ĥ = FΣMT

whereF andM are orthogonal matrices andΣ is a diagonal matrix containing singular
values{h1, . . . , hr}, r being the rank of̂H.

Let us definêS = MT SM , we havetr(S) = tr(Ŝ). The problem is then equivalent
to

maximize
1

2
log |ΣŜΣT + I|

subject to tr(Ŝ) ≤ P

Ŝ ≥ 0 .

or in scalar form, witĥS = diag{p1, . . . , pr}

maximize
1

2
log

[
r∏

i=1

(h2
i pi + 1)

]

subject to
r∑

i=1

pi ≤ P

pi ≥ 0 .

After introducing Lagrange multiplierλ and solving more general Karush-Kuhn-
Tucker (KKT) conditions, we get the expressions of the optimal power to transmit on
subcarrieri (i = 1 . . . N )

pi = max(λ− 1

h2
i

, 0) (1.6)

whereλ is the waterfilling level settled so as to satisfy the power constraint.
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Figure 1.3. Waterfilling principle: allocated power corresponds to the height
of water that has been poured (between black curve and red line, but only

when red line is above the black curve).

Figure 1.4. Constant Power Waterfilling principle: switched-off subcarriers
are the same as in classical waterfilling scheme, but power is uniformly

allocated on the remaining subcarriers.

1.3.1.3. Waterfilling variants

Several waterfilling variants exists.

In the context of fading channels ([GOL 97]), if subchannelsstatistics are known,
Shannon capacity is shown to be achieved by waterfilling overtime, which is also
known asstatistical waterfilling.

Constant power waterfilling([YU 06]) was thought in order to simplify transmitter
design. If we dwell upon Shannon capacity formula which is roughly log(1 + SNR),
we can observe the capacity is more sensitive to SNR when SNR is low. Power has
thus to be particularly well allocated to low SNR subchannels. Constant power water-
filling simply exploits this observation and consists in allocating zero power to sub-
channels that would receiver zero power in exact waterfilling and constant power in
subchannels that would receive positive power in exact waterfilling.

Another practical aspect is that waterfilling should be considered jointly with bit-
loading. Once power allocation is performed, bitloading traditionally follows and
consists in selecting a modulation and coding scheme adapted to the resulting SNR so
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Figure 1.5. Mercury/waterfilling principle: an intermediate step where
mercury is poured comes before waterfilling. The allocated power still

corresponds to the height of water.

that system constraints (e.g. target BER) are satisfied. An SNR margin, corresponding
to the gap of any practical systems w.r.t. Shannon theoretical capacity, is introduced.
This gap generally includes an error margin, which is a safety factor included to pro-
tect the modem’s performance in case of unanticipated channel degradation. Usual
gap values can be found for the design of DSL modems. For instance, an uncoded
modem requires an SNR gap of 9.8 dB to operate at a symbol errorprobability of
10−7, gap that can be reduced by the addition of a coding gain. A remark can be made
is that since different constellations can be loaded, different gap values should be used
over subcarriers. In spite of this, a constant gap2 is considered.

Mercury/waterfilling([LOZ 06]) presented in detail in subsection 1.3.2 partially
solves this paradox. This variant’s naming results from an analogy with waterfilling:
a layer of mercury3 is first poured (i.e. it lays under water) and the mercury height on
each subchannel is actually fitted to the loaded constellation.

1.3.1.4. Multi-user waterfilling

The idea of waterfilling can be generalized to multiple access channels. In such
channels, the sum capacity is maximized when using successive interference cancel-
lation (SIC) ([CHE 93]). Let us explain in a few words the principle of SIC in a basic
two-user case. We assume user 1 has a higher priority than user 2, therefore the re-
ceiver decodes the signal sent by user 2 first, considering the signal transmitted by user
1 as noise. Then the receiver regenerates the signal from user 2, substracts it from the
received signal, and finally decodes the signal sent by user 1.

2. The gap computation is based on an estimate of the symbol error probability when using
QAM on Gaussian channels.
3. Due to higher density w.r.t. water, poured mercury level is not systematically horizontal.
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If we come back to the general model of aK-user multiple access channel (see
§1.3.1.1), the sum capacity under SIC assumption has the following expression

1

2
log
|∑K

i=1 HiSiH
T
i + Sz|

|∑K
i=2 HiSiH

T
i + Sz|

+
1

2
log
|∑K

i=2 HiSiH
T
i + Sz|

|∑K
i=3 HiSiH

T
i + Sz|

+ . . .

+
1

2
log
|HKSKHT

K + Sz|
|Sz|

=
1

2
log
|∑K

i=1 HiSiH
T
i + Sz|

|Sz|

=
1

2
log |

K∑

i=1

HiSiH
T
i + Sz| −

1

2
log |Sz|

Then the sum capacity maximization problem becomes

maximize
1

2
log |

K∑

i=1

HiSiH
T
i + Sz| −

1

2
log |Sz|

subject to tr(Si) ≤ Pi

Si ≥ 0 ∀i = 1, . . . ,K.

The problem solution is as follows.

{Si} is an optimal solution to the rate-sum maximization problemif and only
if Si is the single-user waterfilling covariance matrix of the channel Hi with Sz +∑K

j=1,j 6=i HjSjHT
j as noise, for alli = 1, 2, ...,K ([YU 04]).

The iterative waterfilling algorithm is as follows.

The idea of iterative waterfilling is still presented by Yu in[YU 04], as an efficient
numerical algorithm to compute the optimal input distribution that maximizes sum
capacity on a Gaussian multiple access channel with vector inputs and a vector output.
The numerical algorithm can be implemented in an iterative way, to compute the set
of rate-sum optimal input covariance matrices.
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Algorithm: Iterative waterfilling
repeat

for i = 1 to K

S′
z =

∑K
j=1,j 6=i HjSjHT

j + Sz;
Si = arg maxS

1
2 log |HiSHT

i + S′
z|;

end
until sum rate convergence.

The two main results, proved in [YU 04], are the following:

– Using iterative waterfilling algorithm, the sum rate converges to the sum capac-
ity, and(S1, ..., SK) converges to an optimal set of input covariance matrices forthe
Gaussian vector multiple access channel.

– After one iteration of iterative waterfilling algorithm, the{Si}i=1,...,K achieve a

total data rate
∑K

i=1 ri that is at most(K − 1) m/2 nats away from the sum capacity,
wherem is the number of output dimensions.

The algorithm can be used to find the set of optimal covariancematrices that
achieve the sum capacity of a Gaussian vector multiple access channel. This set of
K covariance matrices gives a set ofK! corner points of a capacity pentagon, each
corresponding to a different decoding order. Upper and lower bounds on the entire
capacity region can be derived from these corner points.

1.3.2. Mercury/waterfilling for maximizing achievable rates witharbitrary input
constellations.

1.3.2.1. Why Mercury/waterfilling rather than Waterfilling?

The well-known waterfilling algorithm solves the problem ofmaximizing capac-
ity, which is defined as the maximal mutual information assuming all possible input
distributions. In case of Gaussian channels, Shannon capacity is reached when the
input signal has a Gaussian distribution; nevertheless, inputs are usually drawn from
discrete constellations and thus Gaussian inputs cannot berealized in practice. For
this reason, a way to carry out waterfilling is once the power allocation decided, to
compensate on each subcarrier all aspects due to practical implementation (among
which the use of discrete constellations) by using an SNR gap. Then the number of
bits transmitted by userk on subcarriern is given by the generic formula

Rk,n = log2

(
1 +

SNRk,n

Γ

)
(1.7)

where SNRk,n is the signal-to-noise ratio of userk on subcarriern received at the
BS side andΓ is the so-called SNR gap. Finally the modulation and coding scheme
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ConstellationCoding rateSpectral efficiency (bits/symbol)
QPSK 1/2 1
QPSK 3/4 1.5

16QAM 1/2 2
16QAM 3/4 3
64QAM 1/2 3
64QAM 3/4 4.5

Table 1.1. Typical MCS table used in WiMAX systems

(MCS) is selected among a given list of associated constellation and coding rates as
provided in table 1.1 for instance.

A clear paradox of waterfilling is that Gaussian inputs are assumed since the op-
timized quantity is capacity, whereas Gaussian inputs are not used in practice. The
problem should therefore be formulated differently, underthe assumption of finite
constellations.

1.3.2.2. Single user Mercury/waterfilling

Basic Mercury/waterfilling is a power allocation algorithmderived in [LOZ 06]
for the single user context4. It aims at maximizing the sum mutual information over
parallel Gaussian channels under power constraint assuming precisely arbitrary input
distributions. These inputs can indeed be drawn from discrete constellations such as
QPSK or 16QAM. We assume unit-variance Gaussian noise in thesequel.

Let γi be a measure of the channel strength on subcarrieri defined asγi = |hi|2,
wherehi the normalized channel gain, as defined in 1.3.1. LetIi(ρi) be the input-
output mutual information on theith channel, where the SNR denotedρi is equal to
piγi. The power allocation problem can be expressed as following

maximize
n∑

i=1

Ii(piγi)

subject to
N∑

i=1

pi ≤ P

pi ≥ 0 .

This optimization problem has been solved thanks to a recentresult of information
theory ([GUO 05]) on the expression of the mutual information derivative, linked to

4. Please note that the multiuser case has not been solved
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ConstellationsMMSE function

BPSK MMSEBPSK(ρ) = 1−
∫∞
−∞ tanh(2

√
(ρξ) e−(ξ−

√
(ρ))2√

(π)
dξ

QPSK MMSEQPSK(ρ) = MMSEBPSK(ρ
2 )

4PAM MMSE4PAM(ρ) = 1−
∫∞
−∞

�
e−8ρ/5 sinh(6

√
(ρ/5)ξ)+sinh(2

√
(ρ/5)ξ)�2

e−8ρ/5 cosh(6
√

(ρ/5)ξ)+cosh(2
√

(ρ/5)ξ)2
e−ξ2−ρ/5

10
√

(π)
dξ

16QAM MMSE16QAM(ρ) = MMSE4PAM(ρ
2 )

Table 1.2. MMSE expressions for different constellations

the minimum mean square error (MMSE) expression:

d

dρ
I(ρ) = MMSE(ρ)

The problem solution is as follows.

Basically Mercury/waterfilling algorithm consists in allocating powerp∗i to sub-
carrieri. The set of powers{p∗i }i=1,...,N is given by

p∗i = 0 if γi ≤ η (1.8)

γiMMSEi(p
∗
i γi) = 0 if γi > η (1.9)

where the thresholdη has to be set so as to satisfy the power constraint

N∑

i=1,γi>η

1

γi
MMSE−1

i

(
η

γi

)
= P .

The function MMSEi is the MMSE function corresponding to the input constella-
tion loaded on theith subcarrier.

A barrier to Mercury/waterfilling’s practical implementation is its great compu-
tational load due to the non-linear nature of MMSE function,as shown on table 1.2.
These values should be tabulated for various constellations, to be used in the algorithm
implementation.

A graphical interpretation is the following. In order to visualize the two successive
steps of mercury and water pouring, we define the functionGi(.) as following

Gi(ζ) = 1/ζ −MMSE−1
i (ζ) if 0 ≤ ζ ≤ 1

0 if ζ > 1 .
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Figure 1.6. Differents steps in Mercury/waterfilling algorithm.

For Gaussian inputs,Gi(ζ) = 1 ∀ζ.

The algorithm can be decomposed into the following steps:

1) Plot1/γi over the subcarriers.

2) Fix a value forη.
a) Pour mercury until its height reachesGi(η/γi)/γi on each subcarrier.
b) Waterfill until the water level reaches1/η. The water height over the mer-

cury givesp∗i .

3) Check if the power constraint is satisfied by summing all{p∗i }. If not, tuneη
and go back to step 2.

1.4. Resource allocation algorithms in a single-cell OFDMA network.

Algorithms that optimize resource allocation among users in Wimax are not spec-
ified in the standard.

At the PHY layer, the typical procedures for allocating resources consist of the fol-
lowing steps. Let us focus on the downlink channel. Users first estimate and feedback
the channel state information (CSI) to the base station (BS). Then, the BS performs the
allocation algorithm based on the CSI knowledge and assign subcarriers to each user
and the corresponding powers. Finally, it starts transmitting according to the defined
resource allocation. In the uplink, the procedure is similar. The BS can directly esti-
mates the channel of each user. Thus, no feedback from the user terminal is required.
By using the CSI the BS performs resource allocation and informs each user about its
subcarriers allocation and the corresponding transmitting power.

Examples of possible allocation methods are : Minimum sum power, Maximum
sum rate, Fair allocation, Proportional fair, Maximum fairness (max-min).

1.4.1. Minimum Sum Power

Power Allocation for a Single User
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Let us consider first the power minimization problem defined in (1.2) with a single
active user in the system. In fact, this simpler problem gives a better understanding
and provides a bit allocation technique which can be used forthe multiuser case. Let
us denote byfk(r) the received power required to reliably transmit at rater. The
required received power is determined by taking into account the actual coding and
modulation schemes and the bit error rate constraints. Due to practical constraints,
the number of bits per channel use in each subcarriers must bean integer. Then, the
objective is to minimize

∑N
n=1

1
|hn|2 f(rn) under the constraintR =

∑N
n=1 rk. In

this case an optimal approach is based on a greedy algorithm which assigns one bit at
a time by choosing the tone requiring the minimum energy. Several algorithms have
been proposed for solving this problem with a common structure.

Initialization ∀n, rn = 0,∆Pn =
f(1)− f(0)

|hn|2

Iterations (R times)

n̂ = arg minn ∆Pn

rn̂ = rn̂ + 1

∆Pn̂ =
f(rn̂ + 1)− f(rn̂)

|hn|2

Table 1.3. Power allocation algorithm for a single user.

Extension to the Multiuser Case

In the multiuser case, users are not allowed to share a subcarrier. This creates a
dependency among users and rends the greedy algorithm described in the previous
item suboptimal.

Lagrangian Relaxation Algorithm

In the multiuser case, it is required an optimization over discrete variables which
implies an exhaustive search. Historically, this problem has been tackled by relaxation
methods: in order to simplify the optimization some of the constraints are relaxed. We
propose here the relaxation method in [WON 99] where the requirement of integer
bit loads is relaxed andρk,n, a sharing factor for the subcarriers is introduced. The
problem can be formalized as follows
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min
ck,n∈[0,M ],ρk,n∈[0,1]

N∑

i=1

K∑

k=1

ρk,n

|hk,n|2
fk(rk,n)

subject to:
N∑

n=1

ρk,nck,n = Rk ∀k

K∑

k=1

ρk,n = 1 ∀n (1.10)

wherecnk is the number of bits of thek-th user that are assigned to then-th subcar-
rier. Note that a feasible point satisfying the constraintsof the original problem with
integer bit load and disjoint allocation of subcarriers is also a feasible point satisfying
the constraints in (1.10). Since in the formulation of the problem (1.10) with relax-
ation the optimization is done over a wider set of feasible points, the solution to the
minimization problem with relaxation is only a bound for thesolution to the origi-
nal problem. By writingrk,n = ck,nρk,n, the problem is transformed into a convex
optimization problem. The details of this solution can be found in [WON 99].

In general, the obtained solutionsr∗k,n andρ∗k,n could be directly suitable for the
original problem without relaxation. In fact,{r∗k,n, n = 1, . . . N, k = 1, . . . K} could
be not integers and{ρ∗k,n, n = 1, . . . N, k = 1, . . . K} could indicate a time sharing
solution. Additionally, a quantization of these values could not satisfy the individ-
ual rate constraints any longer. These problems are typically circumvented by some
heuristic approach. In practice, the resource allocation problem based on Lagrangian
relaxation is performed in several steps. As first step the subcarrier allocation problem
is solved by applying the multiuser Lagrangian relaxation algorithm. As second step,
the subcarriers that should be optimally shared by several user, i.eρ ∈ (0, 1) for some
n, are assigned to the users with the biggestρkn. Finally, bit and power allocation is
performed by applying the algorithm for the minimum sum power allocation in Table
1.3 to each single userk and considering only the subcarriers assigned to userk.

The proposed scheme allows a reduction of the total transmitted power of 5-10dB
compared to OFDM without adaptive modulation, and 3-5dB with respect to OFDM
with adaptive modulation and bit allocation, but no adaptive subcarrier allocation.

Algorithms based on Lagrange Dual Decomposition

The relaxation of the constraints adopted in [WON 99] modifies the original OFDMA
system, so it may introduce significant loss in optimality. Moreover, the algorithm
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is computationally intensive because of its slow convergence rate and it is difficult
to be implemented. In [KIV 03] a efficient algorithm was proposed by approximat-
ing the channels with flat fading over the whole available bandwidth and assuming
γ̃k,n = 1

N

∑
n γk,n instead ofγk,n. The minimization of the power consumption with

constraints on the bit rate and transmission rate is solved in two steps. In the first
step thenumber of subcarriersto be allocated to each user is determined using the
signal-to-noise ratioγk. In the second step the best assignment of subcarriers to users
is performed. The performance of this approach depends on the labelling of subcar-
riers. Then, the resulting resource allocation strategy isneither unique nor stable.
Furthermore, the algorithm is not extended to frequency selective fading channels.

In [SEO 06] an approach based on Lagrange dual decompositionis proposed for
the more general case of weighted sum power minimization. This approach is ex-
tremely efficient and results in the advanced solution to thesum power minimization
problem at the time this book was written. The sum power minimization problem is
there generalized as follows. A weightλk is assigned to each user and the objective
function to be minimized is

K∑

k=1

λk

∑

n∈Sk

pkn (1.11)

under the same constraints of problem (1.2).

The problem can be solved by considering the Lagrangian

L({pk,n}, {Rk,n},µ) =

K∑

k=1

λk

N∑

n=1

pk,n −
K∑

k=1

µk

(
N∑

n=1

Rk,n −Rk

)

whereµ = (µ1, . . . µK) are the Lagrangian multipliers andRk,n = log2(1+pk,nγk,n).
Then, the Lagrangian dual function is given by

g(µ) = min
{pk,n},{Rk,n}

L({pk,n}, {Rk,n},µ)

=

N∑

n=1

g
′

n(µ) +

K∑

k=1

µkRk

where

g
′

n(µ) = min
{pk,n}

(

K∑

k=1

λkpk,n −
K∑

k=1

µkRk,n) ∀n = 1, . . . N. (1.12)

Note that the minimization ofg(µ) reduces to theN disjoint optimizations in (1.12).
Additionally, the objects of the minimizations in (1.12) are convex functions ofpk,n.
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The dual Lagrange optimization problem

maximize g(µ)

subject to µk ≥ 0 ∀k = 1, . . . K (1.13)

can be solved by convex optimization approaches since, as well-known, g(µ) is con-
cave. In general, the optimum solution to the dual Lagrangian problem does not pro-
vide the optimal solution to the original minimization problem in (1.11). Adopting the
solution of problem (1.13) as solution of the problem definedin (1.11) determined the
so called duality gap. However, in [SEO 06] is observed that for the specific problem
under consideration the duality gap becomes smaller and smaller as the number of sub-
carriers increases. Then, for practical systems the numberof subcarriers is typically
large enough that we can consider the duality gap negligible.

Thanks to the convexity of the argument of themin operator in 1.12, for a fixed
value ofµ, g′n(µ) is given by

g′n(µ) = min
k

{
λk

(
Mk −

1

γk,n

)+

− µk

2
log2

(
1 +

(
Mk −

1

γk,n

)+

γk,n

)}

(1.14)
whereMk = µk

2 log 2λk
and(x)+ = max(0, x). After solving (1.14) for alln we can

determineg(µ) for the fixed value ofµ. The optimalµ∗ maximizingg(µ) can be
efficiently obtained by using the ellipsoid method, until every user’s rate converges. A
subgradient value that can be used in the application of the ellipsoid method is

dk = Rk −
N∑

n=1

R∗
k,n k = 1, . . . K

where{R∗
k,n} are the solutions of the system 1.12. Table 1.4 summarizes this algo-

rithm.

The overall optimization requiresO(K2) runs of the optimization problem with
complexityO(NK). Hence, the total complexity isO(NK3), instead ofO(NKN )
in case of exhaustive search.

1.4.2. Sum rate maximization

The problem of sum rate maximization in flat fading downlink channels has been
investigated by Li and Goldsmith [LI 01] in an information theoretic setting and ex-
tended to parallel flat fading downlink channels by Tse [TSE 00].
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Initialization

Choice ofµ = µ0 and aK ×K matrixP = P0 such that

E(µ0,P0) = {z|(z− µ0)
T P−1

0 (z− µ0) ≤ 1} contains the optimumµ

Fix ε > 0 (accuracy) andm = 1

repeat

m = m + 1

for n = 1, ...N

for k = 1, ...K

auxk = λk

(
Mk −

1

γk,n

)+

− µk

2
log2

(
1 +

(
Mk −

1

γk,n

)+

γk,n

)

endfor

selectk∗ = argmink(auxk)

pk∗,m :=

(
Mk∗ − 1

γk∗,n

)+

andpk,n := 0 ∀k 6= k∗

Rk∗,m :=
1

2
log2

(
1 +

pk∗,m

γk∗,n

)
andRk,n := 0 ∀k 6= k∗

endfor

evaluate subgradientd = (d1, . . . dk), wheredk := Rk −
∑

n

Rk,n

if
√

dT Pd < ε

then return {pk,n}
else update ellipsoid

d̃ :=
d√

dT Pd
; µ := µ− 1

m + 1
Pd̃; P =:

m2

m2 − 1

(
P− 2

m + 1
Pd̃d̃T P

)

until
√

dT Pd < ε

Table 1.4. Sum power minimization in downlink by Lagrangian duality.

Several approaches have been proposed that decouple the sumrate maximization
problem into two disjoint problems: subcarrier allocationand power allocation for
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a single user. As an example we propose the work in [JAN 03]. Each subcarrier is
assigned only to the user with the best channel gain. Once thesubcarrier allocation
has been performed, the power is allocated to each of the subcarriers. This last prob-
lem reduces to power allocation for a single user and it is solvable by using standard
Lagrange multiplier techniques. The solution is given by the classical waterfilling
method, i.e.

{
pk∗

n
= σ2

[
1
λ0
− 1

|hk∗
n
|2
]+

n = 1, . . . , N

pk,n = 0 k 6= k∗
n

beingλ0 a threshold to be determined from the total power constraint. There is no
explicit method to calculateλ0, the waterlevel and a numerical search method may
result computationally too intensive. In such a case an equal power allocation in all
the subcarriers may be used. This approximation is based on the observation that
waterfilling and equal power may yield marginal performancedifferences.

The most efficient sum rate maximization algorithm which performs subcarrier as-
signment and power allocation jointly in a optimum way is in [SEO 06] and it is based
on the Lagrange duality. The rationale behind this algorithm is the same as for the
algorithm on the sum power minimization presented in Table 1.4. For a detailed de-
scription and discussion of the algorithm the interested reader is referred to [SEO 06].
We summarize it in Table 1.5.

1.4.3. Fair allocation

In this section we consider the utility model (1.4). Fork user with achievable
transmission rateRk, the corresponding utility is given byUk(Rk), whereUk(·) is
a nondecreasing and typically concave function. Extensions of the fair allocation to
nonconcave utility functions are proposed in [SON 05a].

Subcarrier allocation

By assuming a fixed power allocation{p[1],p[2], . . . ,p[K]} the joint problem of
resource allocation reduces to subcarrier allocation. Thelatter can be expressed by a
nonlinear integer programming problem. The disjoint subsetsS∗

k of tones assigned to
users are a solution to the problem (1.4) if they satisfy the following constraints:

dUk(r)

dr

∣∣∣∣
r=R∗

k

cp

k [n] ≥ dU`(r)

dr

∣∣∣∣
r=R∗

`

cp

` [n], ∀n ∈ S∗
k ∀k, `

R∗
k =

∑

j∈S∗
k

cp
j [n]∆f (1.15)
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Initialization

Fix µ = µ0 anda ∈ R+ such that

[µ− a, µ + a] contains the optimumµ

Fix ε > 0 (accuracy)

repeat

for n = 1, ...N

for k = 1, ...K

auxk =
1

2
log2

(
1 +

(
1

2 log 2µ
− 1

γk,n

)+

γk,n

)

endfor

selectk∗ = argmink(auxk)

pk∗,m :=

(
1

2 log 2µ
− 1

γk∗,n

)
andpk,n := 0 ∀k 6= k∗

Rk∗,m := log2

(
1 +

pk∗,m

γk∗,n

)
andRk,n := 0 ∀k 6= k∗

endfor

evaluated = Ptot −
∑

n

pk,n

if |d| < ε

then return {pk,n}

elseµ := µ− 1

2
a · sign(d); a :=

a

2

until |d| < ε

Table 1.5. Sum rate maximization in downlink by Lagrangian duality.

where∆f is the subcarrier bandwidth andcp
j [n] is the achievable transmission effi-

ciency (data rate per Hertz) of userj on subcarriern corresponding to the given power
allocation, i.e.cp

j [n] = log2(1+βpjnγjn). These optimality conditions are sufficient,
but non necessary because the discrete optimization problem is not convex.
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In particular, for continuous rate adaptation, and taking into account thatPr{cp

k [n] =
cp

` [m]} = 0 for (k, n) 6= (`,m), subcarriern should be assigned to userk∗ = k∗(n)
such that

k∗(n) = argmax
i∈{1,2,...K}

{
dUi(r)

dr

∣∣∣∣
r=R∗

i

cp
i [n]

}

In an analogous way, if a linear utility function is considered with constant mar-
ginal utility dUk(r)

dr , subcarriern should be assigned to userk∗ such that

k∗ = argmax
i∈{1,2,...K}

{cp
i [n]}

The utility based subcarrier assignment is a nonlinear combinatorial optimization
problem. For this class of problems there exists no general approach to achieve op-
timality. In [SON 05b] a sorting-search algorithm for an OFDMA system with two
active users is proposed (see Table 1.6). Then, the sorting-search algorithm is gen-
eralized to the case ofK users by updating the subcarrier assignment of each pair
of users iteratively by means of the subcarrier assignment algorithm for the two-user
case. The computational complexity is nearly(K − 1)2(N + 1) log2 N which is still
a low complexity if compared to the complexity of the exhaustive searchNK .

Power allocation

Under the assumption that the setsSk of the subcarrier assignment are given the
optimal continuous rate adaptation is presented in [SON 05a]. The optimal solution is
a utility based waterfilling approach:

p∗kn =

[
1

λ

dUk(r)

dr
− 1

βγkn

]+

with waterfilling levelλ calculated in order to satisfy the power constraint.

Joint subcarrier assignment and power allocation

A joint optimum resource allocation is presented in [SON 05a]. The optimal re-
source allocation must satisfy the optimality conditions for both the subcarrier assign-
ment only and power allocation only problems. The algorithmis proposed for contin-
uous rate adaptation and it is shown in Table 1.7. The algorithm iteratively performs
subcarrier assignment, power allocation, and update of themarginal utility. If the util-
ity function is concave and the parameterµ in the update step is properly selected
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sort ((cp
2 [n]/cp

1 [n])) in increasing order

get thresholds:T [n], n ∈ {1 . . . N + 1} in increasing order

low = 1, high = N + 1

while high− low > 0

center ← b(low + high)/2c
T ← center

if T − ((
dU1(dr1)

dr
/
dU2(r2)

dr
)) > 0

high← center

else

low ← center

end if

end while

choose the best T betweenlow andhigh

(1.16)

Table 1.6. Sorting search algorithm for an OFDMA system with two users.

this approach attains the optimum solution. Similarly, an algorithm for joint resource
allocation in case of discrete rate adaptation can be obtained by iterating between the
sorting search subcarrier assignment and the greedy power allocation algorithm.

1.4.4. Proportional fairness

The aim of the proportional fairness optimization scheme isto find a trade-off be-
tween capacity and fairness. In contrast to approaches based on utility functions, the
objective function is still the sum capacity but the proportional fairness is imposed
through nonlinear constraints on the rates. In [SHE 05] a suboptimal algorithm for
proportional fairness is proposed. Subcarrier allocationand power allocation are per-
formed disjointly. First, the algorithm performs subchannel allocation assuming equal
power distribution among subcarriers. Powers are allocated in two steps once the sub-
channels are assigned. The first step consists in applying the waterfilling algorithm
to each user. This step provides the total powerPk,tot to be allocated to userk as
a linear function inpnk, the power to be allocated to a predefined tone. The second
step enables to determine the set ofPk,tot, k = 1, . . . ,K which maximizes the total
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Iterate until
∑

i∈[1,...K]

dUi

(
R

(`)
i

)

dr

(
R

(`+1)
i −R

(`)
i

)
≤ ε

1) Get new subcarrier assignment according to condition

m̂(n)← arg max
i∈[1,...,K]

{
φ

(`)
i cp

i [n]
}

2) Get new power allocation

pm̂[n],n ←


φ

(`)
m̂(n)

λ
− 1

βγm̂(n),n




+

R
(`+1)
i ←

∑

k∈Si

log2(1 + βpinγin)

3) Updateφ
(`)
i with positive step sizeµ ∈ (0, 1)

φ
(`+1)
i ← (1− µ)φ

(`)
i + µ

dUi

(
R

(`+1)
i

)

dr

Table 1.7. Joint resource allocation for continuous rate adaptation.

Initialization: Rk = 0,Ωk = ∅, k = 1, . . . ,K, A = {1, . . . , N}
For k = 1 to K

find n satisfying|γk,n| ≥ |γk,j | , ∀j ∈ A

Ωk = Ωk ∪ {n}, A = A− {n}updateRk

While A 6= ∅

find k satisfying Rk/δk ≤ Ri/δi, ∀i 1 ≤ i ≤ K

for the foundk, find n satisfying|γk,n| ≥ |γk,j | , ∀j ∈ A

for the foundn andk, let Ωk = Ωk ∪ {n}, A = A− {n}updateRk

Table 1.8. Proportional fairness in [SHE 05]: Subchannel allocation.

rate under constraints on the total transmitted power and rate ratio. The expression of
Pk,tot and the system of equations for the constrained optimization of the total rate
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Pk,tot are in Table 1.9. Because their non linearity, the system of equations is solved
by iterative approaches like the Newton-Raphson or quasi-Newton methods.

The subchannel assignment and the power allocation have a complexityO(KN)
andO(K), respectively. Then, the complexity of the algorithm is linear in the number
of users and tones in contrast to the exhaustive search whichhas a complexity in the
order ofKN .

Let us express the total power constraint per userk by

Pk,tot = |Sk|pk,j +
∑

n∈Sk�{j}

γk,n − γk,j

γk,nγk,j
for j ∈ Sk

The total power and rate ratio constraints are given by

1

δ1

|S1|
N

(
log2

(
1 + γ1,`

P1,tot − V1

|S1|

)
+ log2 W1

)
=

1

δk

|Sk|
N

(
log2

(
1 + γk,j

Pk,tot − Vk

|Sk|

)
+ log2 Wk

)

j ∈ Sk, ` ∈ S1

Vk =
∑

n∈|Sk|�{j}

γk,n − γk,j

γk,nγk,j

Wk =




∏

n∈Sk�{j}

γk,n

γk,j




1
|Sk|

j ∈ Sk

With the power constraint

∑K
k=1 Pk,tot = Ptot

Table 1.9. Proportional fairness: total power constraints and capacity ratio
constraints.

1.4.5. Max-min fairness

The max-min fairness problem can be seen as a special case of proportional fair-
ness. A specific algorithm has been proposed in [TOU 06] for the max-min fairness
under the constraint of equal number of tones and users. The algorithm maximizes the
minimum user rate over all possible allocations.
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1.4.6. Sum rate maximization in the uplink

From a theoretic information perspective the problem of power allocation in a
multiuser OFDM network has been investigated in [YU 04] and solved by an iterative
waterfilling algorithm. The problem of maximum achievable rate in the uplink of an
OFDMA single cell network can be modelled in a information theoretic setting as a
FDMA Gaussian multiple access channel with intersymbol interference. It has been
tackled in [YU 02].

The study of practical algorithms for resource allocation in uplink received much
less attention than the resource allocation in the downlinkOFDMA cell. The sum rate
maximization problem with individual power constraints isinvestigated in [KIM 05a].
Subcarriers are allocated by applying a greedy algorithm and assuming a uniform
power allocation or a waterfilling power allocation.

The greedy algorithm for joint subcarrier assignment and power allocation consists
of the following steps:

Step 1 For each subcarriern, which has not been allocated yet, and each userk cal-
culate the assigned powerpkn that would be allocated to userk in subcarriern
assuming that are allocated to userk all the subcarriers already allocated to it in
previous iterations and subcarriern.

Step 2 Choose the pair(k∗, n∗) such that(k∗, n∗) = argmax
(k∗,n∗)

pk,nγk,n.

Step 3 Repeat step 1 and step 2 until all subcarriers are allocated.

1.4.7. Fair game-theoretic approach in the uplink

In [HAN 05] an approach based on game theory is proposed with the aim of pro-
viding a minimum rate to each user while the overall system performance is optimized.
The resource allocation is based on a cooperative game and make use of the Nash bar-
gaining approach. The maximum sum rate problem is reformulated to include the
constraints of the coalition problem. More specifically, a userk participates to a coali-
tion only if a minimum rateR(min)

k is guaranteed. The optimization problem is given
by
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maximize
K∑

k=1

U(R1, R2, . . . RK)

subject to
K∑

k=1

∑

n∈Sk

pkn ≤ Ptot,

Sj ∩ Sk = ∅ ∀j 6= k

∪K
k=1Sk ⊆ {1, 2, . . . , N}

pkn ≥ 0 ∀k and∀n (1.17)

N∑

n=1

Rk,n ≥ R
(min)
k ∀k. (1.18)

whereRk,nlog2(1 + pknγkn), Rk =
∑

n Rk,n, andU(R1, R2, . . . RK) is a utility
function properly chosen according to the Nash bargaining approach. In [HAN 05] it
is shown that a convenient definition for the Nash bargaininggame is

U(R1, R2, . . . RK) =
K∏

k=1

(Rk −R
(min)
k ).

Assigned the set of minimum rate for all users{Rmin, k = 1, . . . K} the Nash bar-
gaining solution finds a rate allocation such that no other allocation leads to superior
performance for some users without implying inferior performance for some other
users. The problem reduces to the proportional fairness problem whenR

(min)
k = 0

In [HAN 05] an algorithm for two users is proposed. For the multiuser case the al-
gorithm can be generalized in a non-centralized way, by a two-step iterative process.
First, users are grouped in pairs (either randomly, or usingthe well known Hungar-
ian method, which will optimize the grouping to reduce the convergence time), named
coalitions, and the two-user algorithm is applied to each ofthe pairs. Then, players are
regrouped and the process is iterated until convergence is achieved. The bargaining
can be done at the base station without incurring in any signaling overhead between
users and base station.

In [HAN 05] the Nash bargaining solution is compared with themaximal rate ap-
proach where the utility function isU(R1, R2, . . . RK) =

∑
k Rk and the max-min

fairness when the utility function isU(R1, R2, . . . RK) = mink Rk. In figures 1.7
presents the performance of the Nash bargaining approach asin the assessment in
[HAN 05]. The performance for the two user case is presented and compared with
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Figure 1.7. Nash bargaining approach for fair resource allocation in uplink:
sum rate versus BS-moving user distance.

two other allocation strategies. We assume that a user is kept at a fixed distance from
the base station while the other user changes position. The sum capacity and the in-
dividual rate are plotted as function of the distanced of the second user. The Nash
bargaining approach show a large performance improvement compared to the the hard
fairness approach (max-min). Although it still guaranteesa minimum achievable rate
to all the users, it provides a sum rate very close to the optimum achievable rate.

1.5. Enhancements in single-cell networks

1.5.1. Multiple antenna arrays at the transmitters and the receivers

Communication systems with multiple antenna arrays at the transmitters and the
receivers are referred as multiuser MIMO (multiple input multiple output) systems
and provide spatial multiplexing and diversity. They increase capacity thanks to the
multiplexing gain obtained by the several inputs and outputs, and robustness via di-
versity, as several copies of each frame will be received at each receiver. A trade-off
between capacity and robustness can also be envisaged.

The use of multiple antennas at both the transmitter and the receiver side can pro-
vide a huge increase in the throughput of wireless communication systems [TEL 95,
GOL 99]. For example, in the case of MIMO Rayleigh channels with nt transmitting
antennas andnr receiving antennas, perfect knowledge of the channel at thereceiver
and no channel knowledge at the transmitter, the ergodic capacity increase is known
to be min(nr, nt) bits per second per hertz for every 3dB increase at high SNR while
only one bit per second per hertz can be gained by increasing the SNR of 3 dB in
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the additive white Gaussian channel with single transmitting and receiving antennas
at high SNR [TEL 95].

Multiple antennas can be used to reduce the error probability at the receiver for a
given data rate or to increase the data rate for a given error probability. The first effect
is known as diversity gain, the latter is referred to as multiplexing gain or degree of
freedom gain. More specifically, let us consider the capacity of an additive Gaussian
noise at high SNR, given bylog SNR, the multiplexing gain of a code with data rate
R is defined byr = R

log SNR. In order to define the diversity gain let us consider the
error probabilityPe of a code with rateR at the output of a maximum likelihood
detector: ifPe decays asSNR−d then the code has diversity gaind. The fundamental
tradeoff between multiplexing gain and diversity gain in a point-to-point system has
been characterized in [ZHE 03]. For i.i.d. Rayleigh fading the best decay rate for a
given multiplexing gain is given by

d∗nt,nr
(r) = (nt − r)(nr − r) for r integer andr ≤ min(nt, nr). (1.19)

The entire curved∗nt,nr
(r) is piecewise linear joining the points in (1.19). The largest

achievable multiplexing gain for a given diversity gaind is the inverse ofd∗nt,nr
(r)

and it is denoted byr∗(d). The maximal diversity gain isntnr achievable forr → 0.
The maximal multiplexing gain ismin(nt, nr) attained ford→ 0.

The analysis is further complicated when we consider multiple access channels
whose sources are equipped withnt transmitting antennas and the destination is equipped
with nr receiving antennas. In this case the diversity gain and the multiplexing gain
typical of MIMO systems are combined with the multiple-access gain of multiple ac-
cess channels. The tradeoff among the three different kindsof gains is investigated in
[TSE 04].

In the multiple access channel we considerK users, each of them equipped with
nt transmitting antennas. If the userk uses a code with rateRk the multiplexing gain
is

rk = log
SNRk

Rk
.

To analyze the diversity-multiplexing-multiple access tradeoff the minimal error prob-
ability for each user at the output of an individual maximum likelihood detector is
required to decay at least as fast asSNR−d. The t-uple (r1, r2, . . . , rK) of the mul-
tiplexing gains is provided in [TSE 04]. In [TSE 04] the symmetric situation is also
investigated, i.e. for a minimum multiplexing gainr common to all users, thet-uple
of diversity gains is provided. In this case it is shown that the maximal multiplexing
gain achievable by each user ismin

(
nt,

nr

K

)
. Then, at least concerning the maximal

multiplexing gain insightful results are available. Within the range of achievable mul-
tiplexing gains, the tradeoff on the performance can be divided into two regimes: (i)
lightly loaded regime where the system behaves as if only oneuser is in the system,
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i.e. d∗nt,nr
(r), and (ii) heavily loaded regime where the system behaves as iftheK

users pool up their transmit antennas together. The diversity multiplexing tradeoff is
illustrated in Fig. 1.8 fornt < nr

K+1 and in Fig. 1.9 fornt > nr

K+1 .

When we focus on OFDM/OFDMA systems, the analysis of the tradeoff diversity-
multiplexing gains determined a floury of activities to determine codes achieving the
above mentioned tradeoff.

Resource allocation algorithms have been developed for MIMO-OFDMA systems.
In [PAN 04] the sum power is minimized subject to individual rate constraints for all
users. A joint power allocation and subcarrier assignment is proposed based on dirty
paper encoding. The same problem is investigated in [ZHA 05]but in this case the
constraints are expressed not only in terms of data rate but also in terms of maximum
bit error rate. In [LO 07] the dual problem of maximizing the the sum capacity un-
der power constraint is investigated in a cross-layer optimization framework. Power
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allocation and subcarrier assignment algorithms are discussed with and without fair-
ness constraints. Resource allocation maximizing the sum capacity subject to total
power and proportional rate constraints or weighted proportional rate constraints are
provided in [XU 06] and [MOR 06], respectively.

1.5.2. Bitloading

Classical wireless multicarrier systems use the same and unique fixed input con-
stellation across all subcarriers, thus the overall error probability is limited by the
“poorest” subcarriers, i.e. subcarriers presenting the worst performance e.g. in terms
of Signal-to-Noise Ratio (SNR). First devised for static channels in the context of
xDSL transmissions, the principle of bitloading consists in loadingadapted5 constel-
lation size on each subcarrier. The association of multicarrier modulation with bitload-
ing is known under the acronym DMT for Discrete MultiTone. Inwireline applications
where bit loading is traditionally used, the channel can be assumed to be quasi-static
and the bit and power allocations may not change for a long time. Therefore the al-
gorithmic complexity may not be a problem. However, in wireless environments, the
channel is time varying, and the loading algorithm must be computationally efficient
so that the transmitter can update the bit and power distributions quickly enough to
track the channel variations.

Many bitloading algorithms exist as different ways to implement the solution of
different constrained optimization problems. These can beclassified in many ways,
for instance regarding the objective function that is optimized (power, channel ca-
pacity, bit error probability). This objective function isgenerally associated with
a constraint. Common choices are the maximization of the “throughput” given a
power constraint known as rate adaptive loading ([KAL 89]),and the minimization
of the energy given a fixed throughput requirement, known as margin adaptive load-
ing ([CHO 95]). In ([CAM 98]), optimality conditions are introduced. In rate adaptive
loading, the power constraint can be either individual (uplink transmission) or global
(downlink transmission). It can also deal with total transmitted power or maximum
power spectral density, or even both ([BAC 02]). In both cases, an error rate constraint
is obviously considered. This constraint can be on the mean error rate over all subcar-
riers or on each subcarrier. Regarded as a performance metric, different throughput
definitions can be used: Shannon capacity, sometimes shifted by a gap to reach some
error rate requirement, mutual information adapted to someinput signal distribution,
etc. From a practical point of view, these generally have to be rounded to map with
integer bit allocation. If this notion is integrated from the problem formulation, this
yields integer programming problems. “Greed” is another notion related to integer
bit allocation; in this approach, closed form expressions of performance measures are

5. w.r.t. system parameters
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not used and bits are basically allocated in a successive way(“bit-filling”) to subchan-
nels on which the power increment required to transmit an additional bit is minimal,
until the power constraint is reached. Based on this iterative method, several loading
algorithms have been proposed in the literature ([HUG 87, FAS 03]). However, the
algorithm complexity often makes it almost inapplicable for practical applications,
especially when the system has large number of subcarriers.The complexity can be
reduced by increasing the problem granularity, i.e. considering blocks of subcarriers
instead of subcarriers taken individually.

1.6. Resource allocation in multicell OFDMA networks

As shown in the previous sections the investigation of single cell OFDMA net-
works has attracted many efforts and the understanding of a single cell system is
thorough and has reached a mature stage. On the contrary, theresearch on multicell
OFDMA networks is still in its infancy. This is mainly due to the very limited in-
formation theoretical knowledge about the interference channel, i.e. a channel where
two users transmit independently to two different destinations, and each destination is
interested in the information only of one user although it receives signals from both
users.

In practice, the interference problem in multicell OFDMA networks is solved by
frequency reuse. The full system band is divided inF disjoint bands and adjacent
cells communicate on different bands. The number of different bandsF is called
reuse factor and a proper and careful deployment of the base stations minimizes the
intercell interference. Under this conditions the intercell interference can be neglected
or modelled as an additive white Gaussian noise and the resource allocation reduces
to the resource allocation in a single cell problem. In this direction, the most of re-
search efforts have been devoted to the optimization of the frequency reuse factor. It is
well-known that the frequency reuse approach has major drawbacks as the huge spec-
tral efficiency cost, the need of a costly planning for cell deployment, and a difficult
re-planning when the introduction of additional cells in the network is required. In
[wima], [JIA 07], [JOO 07], the frequency reuse method is refined in fractional fre-
quency reuse techniques. In this latter approach, the full available band is assigned to
users in the internal part of the cell while frequency reuse is applied only at the edge
of the cells. This improves the spectral efficiency comparedto the frequency reuse
technique but still implies a considerable loss.

Recently, the concept of random frequency reuse has been introduced in [SAA ].
This work focuses on the downlink and the resource allocation algorithm is developed
for the downlink. However, the concept of random frequency reuse can readily be
extended to the uplink channel. The resource allocation algorithm proposed in [SAA ]
enables a random factor reuse in a cell based on the actual channel conditions. A
base station in a cell in a given tone is activated only if the global capacity of the
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network increases by allocating a user in such a subcarrier.Under the assumptions of
large, dense, interference limited (i.e. with negligible background noise compared to
the interference) networks, and binary level of allocated powers the power allocation
algorithm and the algorithm to determine the active cells for a given tone decouple.
Utilizing the averaging properties of large dense networkson the interference level
at each user, a knowledge of the global channel state information is not necessary for
resource allocation. This makes feasible a distributed implementation of the algorithm
based only on the knowledge of the channel gains between a base station and the end
users. This dynamic spectral reuse allows a large improvement in performance with
respect to fixed frequency reuse schemes.

Resource allocation in the uplink channel of a multicell OFDMA network is tack-
led in [MOR 07]. The resource allocation is based on relaxation methods. The multi-
cell power allocation problem is reduced to a single cell resource allocation problem
using as interference in a certain frame the estimate of the interference in the previ-
ous frame. However, no statistical model for the interference process is assumed and
the instantaneous resource allocation in a given frame doesnot take into account the
simultaneous allocations in other cells.

1.7. Achievable rates and resource allocation in OFDMA networks with relays

The relays capabilities of nodes in WiMAX enable the enhancement of the network
capacity and coverage through cooperation among nodes and,eventually, cooperative
diversity.

From an information theoretic point of view a basic relay channel consists of three
nodes, a source, a relay, and a sink and was introduced first byvan der Meulen in
[MEU 71]. The source node transmits its data stream to the relay and the sink. The
relay sends the information received by the source to the destination with a symbol
interval. The fundamental limits of this basic model have been investigated first by
Cover and El Gamal in [COV 79] and the potential of a relay channel to improve the
overall performance have been shown.

In [COV 79] the analysis is limited to degraded relay channels and it is shown that
the capacity is achieved by a block-Markov chain scheme withan infinite number of
blocks and decode-and-forward (DF) strategies. In the DC strategy the relay decodes
the source information, re-encodes it, and transmits it to the sink. Cover and El Gamal
proposed also a quantized-and-forward strategy for general relay channels. In the
quantized-and-forward strategy the relay quantizes its received signal and transmits
a compressed version to the destination. The analog versionof the quantized-and-
forward approach is the well-know amplify-and-forward (AF) strategy where the relay
simply retransmits its received signal. The most practicalrelay strategies are based on
these schemes.



Information theoretic capacity of WiMAX 49

T2

T1 T3

T4

Figure 1.10. Cooperative diversity

In [REZ 04] capacity and power allocation of degraded Gaussian multirelay chan-
nels have been investigated assuming an infinite number of hops. Recently, the relay
channel has been object of intensive studies. However, the exact capacity of Gaussian
or general relay channels is still unknown. In [KOH 04] and [GAM 06] upper and
lower bounds on the capacity of Gaussian relay channels are provided. Fading re-
lay channels have been object of studies in [KRA 05, WAN 05a, HØS 05, YAO 05].
Relay channels with multiple antennas are investigated in [KRA 05, WAN 05a].

Beside the original scheme of the relay channel in [MEU 71], the relay chan-
nel with orthogonal components has received also attention(e.g. [LIA 05, HØS 05,
GAM 05, KRA 04]). In this case the source transmits to the relay and the destination
in channel 1 and the relay transmits to the destination in channel 2, with channel 1
and channel 2 being orthogonalized in the time-frequency plane. Relay channels with
orthogonal components are the basic blocks for a special kind of spatial diversity re-
ferred to as cooperative diversity in literature ([SEN 03a,SEN 03b, LAN 00, LAN 01,
LAN 03, LAN 04]).

In contrast to the classical systems with spatial diversitybased on physical arrays,
systems with cooperative diversity create and exploit space diversity using a collection
of distributed antennas belonging to multiple terminals, each with its own information
to transmit and relays capabilities. To illustrate the concept let us consider Fig. 1.10.

Let assume thatT1 andT2 are the handsets andT3 andT4 are the base stations
with eventuallyT3 = T4. T1 andT2 can listen to each other’s transmissions to the base
stations thanks to the broadcast nature of the channel and then jointly communicate
their information. In this wayT1 andT2 behave as a virtual array for the transmission
of information both fromT1 andT2.

In mobile multihop relay networks the resource allocation problem is further ex-
acerbated by the possibility of cooperation among nodes. Compared to the resource
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allocation problem for a single cell OFDMA network stated inSection 1.2, the re-
source allocation problem in relay networks requires the choice of convenient relay
nodes, relay strategies (AF, DF, etc.), and power and subcarrier allocation. In case the
users terminals may play the role of source/destinatination of the communication or
the role of relay nodes the problem is formulated as follows.

Let K = {1, 2, . . . K} be the set of users nodes. Denote the base station as
nodeK + 1. Let K+ = {1, 2, . . . K + 1} be the extended set of nodes and let
N = {1, 2, . . . N} be the set of tones. We assume that each of theK user nodes
has both upstream and downstream communications with the base station. Let(s, d)
be the source destination pair, or data stream. The set of data stream isM = {(1,K +
1), (2,K +1), . . . (K,K +1), (K +1, 1), (K +1, 2), . . . (K +1,K)} with cardinality
|M| = 2K. Let us denote byP the(K + 1)×N matrix with (k, n) element equal to
pkn, the power allocated to userk on tonen. This matrix can have at most two nonzero
entries in each column, one for the source and one for the relay in the classic formu-
lation of the relay channel. In case of relay channel with orthogonal component the
matrix has at most a single component in each column. Similarly, let R be a2K ×N
matrix whose(m,n)-element is the data rate of streamm on tonen (n ∈ N and
m ∈ M). Since only one stream can be active in each tone, each column vector ofR
has at most one nonzero entry. If~1 denotes anN -dimensional column vector with all
unit elements(P1)i, i ∈ K+, thei-th component of the vectorP1 is the total power
expended at nodei-th over all tones. Similarly(R1)m, m ∈ M, gives the total data
rate of streamm, summing across all tones. Let~pMAX = [pMAX

1 , pMAX
2 , . . . pMAX

K+1 ]T ,
where~pMAX is the individual power constraint for nodei. The joint optimization
problem is

max
P ,R

∑

m∈M
Um((R1)m)

s.t. P1 2 ~pMAX, R ∈ C(P )

whereUm is the utility function of data streamm, function of the achievable rate of
streamm, (R1)m, andC(P ) denotes the achievable rate region.

This general problem has been investigated in [NG 07] under the constraints that
a streamm ∈ M is transmitted by the source and the relay on the same tone and
the channel is slow fading, flat on each tone. It is shown that the global optimization
problem can be decomposed into two suboptimum problems, namely a utility maxi-
mization problem, corresponding to a rate adaptation problem at the application layer
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gappl(λ) = max
~t

∑

m∈M
(Um(tm)− λmtm)

and a joint relay strategy (decode and forward, amplify and forward) and relay node
selection and power and bandwidth allocation at the physical layer

gphy(λ)

{
maxP ,R λm

∑
n∈N R(m,n)

s.t.P1 4 ~pMAX,R ∈ C(P ).

Their proposal is a centralized utility-maximization framework, at the physical
layer, in relationship with user traffic (cross-layer design). They make use of the
pricing variablesλm as weighing factors. The result is optimal bandwidth and power
allocation bandwidth for each user as well as selection of best relay node and best
relay strategy for each source-destination pair.
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Chapter 2

WiMAX network capacity and radio resource
management

Tijani Chahed (GET/INT), Ikbal Chammakhi Msadaa (Eurecom), Rachid Elazouzi
(LIA), Fethi Filali (Eurecom), Salah-Eddine Elayoubi (France Telecom R&D), Benoit
Fourestié (France Telecom R&D), Thierry Peyre (LIA), ChadiTarhini (GET/INT)

2.1. Survey on RRM proposals

IEEE 802.16 BWA technology is emerging as a promising solution that provides
QoS guarantees for heterogeneous classes of traffic with different QoS requirements.
It offers the possibility of adapting the modulation and coding schemes based on the
channel conditions and proposes a set of mechanisms such as packing and fragmen-
tation to allow efficient use of the available bandwidth. Thestandard however leaves
open the resource management and scheduling issues.
In this section, the majority of scheduling and CAC solutions proposed by researches
for IEEE 802.16 systems during the last years is being presented. We first provide
an overview of the main features proposed by the standard to support QoS and then
outline the challenges that should be addressed when designing a new scheduling or
CAC solution. Along with the description of each proposal, acomparison outlining
the advantages and limits of each solution is being presented.

2.1.1. IEEE 802.16 QoS support

The IEEE 802.16 Standard [802 04] specifies the air interfacefor fixed BWA sys-
tems in the frequency ranges 10-66 GHz and sub 11 GHz. The standard covers both
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the Media Access Control (MAC) and the physical (PHY) layers. The 802.16 MAC
layer was designed to accommodate different PHYs and services, which address the
needs of different environments. In this survey, systems ofinterest are those operating
at frequencies below 11 GHz, where LOS is not required.

The basic topology of an IEEE 802.16-based network consistsof one Base Station
(BS) and one or more Subscriber Stations (SSs). In PMP, whichis the only mode for
sharing media considered in this survey, the SSs within a given antenna sector receive
the same transmission broadcast by the BS—corresponding in general to the Internet
Service Provider (ISP)—on the downlink channel (DL). Each SSis required to capture
and process only the traffic addressed to itself (or to a broadcast or multicast group
it is a member of). On the uplink channel (UL) however, the Time Division Multiple
Access (TDMA) scheme is applied. Downlink and uplink channels are duplexed using
one of the two following techniques: Frequency Division Duplexing (FDD) and Time
Division Duplexing (TDD). The main difference between the two duplex modes is
that in FDD, the DL and UL use different frequencies, while inTDD both channels
use the same frequency in different time intervals.

The standard defines a connection-oriented MAC protocol where all the trans-
missions occur within a context of a unidirectional connection. Each connection,
identified by a unique Connection ID (CID), is associated to an admitted or active
service flow (SF) whose characteristics provide the QoS requirements to apply for the
PDUs exchanged on that connection. There are three types of service flows: (a) provi-
sioned service flows for which the QoS parameters are provisioned for example by the
network management system, (b) admitted service flows for which resources, mainly
bandwidth, are reserved and (c) active service flows which are activated to carry traffic
using resources actually provided by the BS. Each service flow is uniquely identified
by a SFID; admitted and active service flows have also a CID. Service flows may be
dynamically managed; they may be created, changed or deleted using DSA, DSC and
DSD MAC management messages, respectively. The SF management procedure con-
sists actually in exchanging DSx-REQ, DSx-RVD—sent by the BSwhen the trans-
action is SS-initiated—DSx-RSP and DSx-ACK messages, between the BS and the
SS. Note that initiating the creation of a new service flow is amandatory capability
for a BS and an optional one for an SS. As mentioned above, a service flow defines
the QoS that should be provided by the SS and BS to the packets traversing the MAC
interface and which are associated to that SF. In order to facilitate the MAC SDUs
delivery with the appropriate QoS constraints, the IEEE 802.16 Standard defines a
classification process by which a MAC SDU is mapped to the associated connection
and so to the SF related to that connection. The classification procedure is performed
by classifiers consisting of a set of protocol-specific matching criteria.

Depending on the service to be tailored to each user application, the connection
is associated with one of the following scheduling servicessupported by the 802.16
MAC protocol: Unsolicited Grant Service (UGS), Real-time Polling Service (rtPS),
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Extended Real-time Polling Service (ertPS)—introduced by the IEEE 802.16e-2005
standard [802 05], Non-real-time Polling Service (nrtPS),and Best Effort (BE). Each
scheduling service is designed to meet the QoS requirementsof a specific category of
applications.

– UGS is designed to support real-time applications that generate fixed-size data
packets at periodic intervals, such as T1/E1 and VoIP without silence suppression.
The mandatory service flow QoS parameters for UGS service arelisted in Table 2.1;
this table summarizes, according to the scheduling servicetype, the QoS parameters
that must be specified when establishing a new service flow. UGS connections never
request bandwidth; the amount of bandwidth to allocate to such connections is com-
puted by the BS based on the Minimum Reserved Traffic Rate defined in the service
flow of that connection.

– rtPS is designed to support real-time applications that generate variable-size data
packets at periodic intervals, such as moving pictures expert group (MPEG) video.
Unlike UGS connections, rtPS connections must inform the BSof their bandwidth
requirements. Therefore the BS must periodically allocatebandwidth for rtPS con-
nections specifically for the purpose of requesting bandwidth. This corresponds to
the polling bandwidth-request mechanism. This mechanism exists in three variants:
unicast polling, multicast polling and broadcast polling.Only unicast polling can be
used for rtPS connections.

– Extended rtPS is a new scheduling service introduced by IEEE 802.16e-2005
standard [802 05] to support real-time service flows that generate variable size data
packets on a periodic basis, such as Voice over IP services with silence suppression.
Like in UGS, the BS shall provide unicast grants in an unsolicited manner which saves
the latency of a bandwidth request. However, unlike UGS allocations that are fixed
in size, ertPS allocations are dynamic like in rtPS. By default, the size of allocations
corresponds to current value of Maximum Sustained Traffic Rate at the connection.
The SS however may request changing the size of the UL allocation.

– nrtPS is designed to support delay-tolerant applicationssuch as FTP for which
a minimum amount of bandwidth is required. The polling mechanism can be applied
to nrtPS connections. However, unlike for rtPS, nrtPS connections are not necessarily
polled individually—multicast and broadcast polling are possible—and the polling
must be regular not necessarily periodic.

– BE is designed for applications that do not have any specificbandwidth or delay
requirement, such as HTTP and SMTP. For BE connections, all forms of polling are
allowed in order to request bandwidth.

The QoS parameters that must be specified when establishing anew service flow are
listed in Table 2.1. The value of the Request/Transmission (Rx/Tx) Policy parameter—
that should be specified in each service flow— offers the possibility to specify, for the
corresponding service flow, options for PDU formation such as restriction on packing
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and fragmentation capabilities as well as attributes affecting the bandwidth request
types.

UGS rtPS ertPSnrtPSBE
Maximum Sustained Traffic RateX X X X X
Minimum Reserved Traffic Rate— X X X —

Maximum Latency X X X — —
Tolerated Jitter X — — — —
Traffic Priority — — — X X
Rx/Tx Policy X X X X X

Table 2.1. Mandatory QoS parameters for each scheduling service

Indeed to inform the BS of its uplink bandwidth requirement,the SS may send a
stand-alone bandwidth request header or just piggyback therequest on a PDU, which
is an optional capability. Other mechanisms such as bandwidth stealing and the use
of poll-me (PM) bit1 are also specified by the IEEE 802.16 Standard. It is important
to mention that, whatever be the bandwidth request mechanism in use, bandwidth is
always requested by an SS on a per-connection basis, it is nevertheless granted by the
BS to an SS as an aggregate of grants. Therefore, since the SS receives the allocated
bandwidth as a whole in response to a per-connection requests, it cannot know which
request is honored. The SS can then use the grant—specified in aData Grant IE—
either to send data or management messages or even to requestbandwidth for any of
its connections.

2.1.2. Scheduling and connection admission control challenges

When designing a new scheduler for 802.16 systems, it is important to understand
the challenges faced not only in any wireless network but also in those that are spe-
cific to 802.16 technology. In this Section we focus mainly onthe latter category of
challenges. Our objective is to outline a set of features that are specified by the IEEE
802.16 standard and that should be supported by an 802.16 scheduler:

– The scheduler should satisfy the QoS requirements, illustrated in Table 2.1, of
the different classes of service specified by the standard.

– The scheduler should fairly redistribute the available resources among the dif-
ferent service flows while taking into account their respective modulation and coding
scheme.

1. A field of a specific subheader of a MAC PDU, used by the SS to requesta bandwidth poll
for a non-UGS connection.
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– Since bandwidth allocation are made on a per-SS basis, a scheduler should be
integrated in the MAC structure of an SS;

– When making a scheduling decision, the scheduler should take into account the
resulting MAC and physical overhead; It should also take advantage of concatenation,
packing, and fragmentation mechanisms, proposed by the standard, to make efficient
use of the available resources.

– It should adopt a bandwidth polling (at the BS) and requesting (at the SS) policy;

– When considering the TDD mode, the amount of bandwidth allocated for up-
link and downlink should be dynamically adapted to the traffic transmitted on each
direction;

– The scheduler should take into account the dynamic aspect of a service flow.
Indeed a SF may be added, updated, or deleted. The scheduler should also make the
difference—in terms of resource allocation—between a provisioned SF, an admitted
SF and an active SF;

All these challenges should be addressed when designing a new scheduling solution
for IEEE 802.16 networks. The complexity of the proposed algorithm should never-
theless be implementation-friendly.

2.1.3. Scheduling proposals

As shown in Figure 2.1, the approaches adopted in literaturewhen designing
a scheduling solution can be divided into two main categories. The first one is a
queuing-derived strategy where the authors focus on the queuing aspect of the schedul-
ing problem and try to find the appropriate queuing discipline that meet the QoS re-
quirements of the service classes supported by the IEEE 802.16 standard [802 04,
802 05]. In this first category, two kinds of structures are proposed: either simple
structures consisting in general in one queuing disciplineapplied for all the schedul-
ing services [CIC 07, CIC 06, SAY 06] or hierarchical structures consisting in two or
multiple layers reflecting different levels of scheduling like in [CHA 06a, CHE 05,
LIU 05, PER 06, SET 06, SUN 06, WON 03b, WON 03a]. In the second category,
the scheduling problem is formulated as an optimization problem whose objective is
to maximize the system performance subject to constraints reflecting in general the
QoS requirements of different service classes [NAS 04, NIY 05a, NIY 06a, NIY 05b,
NIY 06b, NIY 06d, NIY 06e, NIY 06c, SIN 06].

2.1.3.1. Packet queuing-derived strategy

Simple scheduling structures

Sayenkoet al [SAY 06] believe that because there is no much time to do the
scheduling decision, a simple one-level scheduling mechanism is much better than a
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Figure 2.1. Classification of the scheduling strategies

hierarchical one. Therefore they proposed a scheduling solution based on the Round-
Robin (RR) approach. They argued that there is no need to use disciplines like Fair
Queuing (FQ) since the weights in such algorithms are floating numbers while the
number of allocated slots, in 802.16 networks, should have an integer value. They
also tried to outline the difference between the Weighted Round-Robin (WRR) dis-
cipline and the 802.16 environment. They insist on the fact that WRR may lead to a
waste of resources because of its work-conserving behaviorthat does not fit the fixed-
size frame of 802.16 that implies a non-work conserving behavior.
Based on the above considerations, the authors proposed in [SAY 06] a scheduling
solution that consist in three main steps:

– Allocating for each connection the minimum number of slotsthat ensure the
minimum reserved traffic rate with respect to the used modulation and coding scheme,

– Distributing the free slots between rtPS and nrtPS connections and then assign-
ing the remaining to BE connections,

– Ordering the slots in such a manner the delay and jitter values are decreased.

– Estimating the overhead for UGS, ertPS, and in some cases nrtPS connections.
It is not possible for rtPS and BE connections where it is morelikely that the SDU
size vary.

Note that [SAY 06] is one of the rare research works in which the overhead resulting
from the scheduling decision, and packing or fragmentationcapability is taken into
account. However it is also worth mentioning that the authors consider a GPC mecha-
nism and when ordering slots, they apply an interleaved scheme that is in contradiction
with the frame structure specified by the standard.

In [CIC 06, CIC 07], Cicconettiet alconjecture that the class of latency-rate����
scheduling algorithms is particularly suited for implementing schedulers in 802.16
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MAC since the basic QoS parameter required by a given connection is the minimum
reserved traffic rate. Indeed the behavior of such algorithms is determined by two
parameters which are the latency and the allocated rate [STI98]. From this class,
the authors have chosen the deficit round robin (DRR) algorithm. DRR is simple to
implement (O(1) complexity if specific allocation constraints are met) and provides,
according to [CIC 06, CIC 07], fair queuing in presence of variable length packets2. It
nevertheless requires a minimum rate to be reserved for eachpacket flow; so even BE
connections should be guaranteed a minimum rate. Also sincethis algorithm assumes
that the size of the head-of-line packet is known, it can not be applied by the BS to
schedule uplink transmissions. For this reason the authorshave made the choice of
implementing it as SS scheduler and as a downlink scheduler at the BS, since both BS
and SS know the head-of-line packets sizes of their respective queues. To schedule
uplink transmissions—based on backlog estimation—they haveselected the WRR al-
gorithm which belongs, like DRR, to the class of

��
algorithms.

The simulation study carried by Cicconettiet al [CIC 07] demonstrated that the per-
formance of 802.16 systems, in terms of throughput and delay, depends on several
metrics such as frame duration, the mechanisms used to request UL bandwidth, the of-
fered load partitioning—how traffic is distributed among SSs, the connections within
each SS, and the traffic sources within each connection.

Hierarchical scheduling structures
To the best of our knowledge, Wongthavarawat and Ganz [WON 03b, WON 03a] are
the first authors who introduced a hierarchical structure ofbandwidth allocation for
802.16 systems. This hierarchical scheduling structure, shown in Figure 2.2, combines
strict priority policy, among the service classes, and an appropriate queuing manage-
ment discipline for each class: EDF for rtPS, and WFQ for nrtPS. Fixed time duration
is allocated to UGS connections and remaining bandwidth is equally shared among
BE connections. In order to avoid starvation for lower priority connections, a policing
module is included in each SS. It forces each connection to respect the traffic contract
when demanding bandwidth. The proposed scheduling algorithm takes into account
the queue size information and the service actually received by each connection. It
also considers the arrival time and the deadline requirements of rtPS connections.
However, the authors focused only on UL scheduling. They considered TDD mode
and assumed that the durations of UL and DL subframes are dynamically determined
by the BS but they did not specify how these proportions are fixed. The QoS archi-
tecture they proposed in [WON 03b] includes a token-bucket based admission control
module that will be described in Section 2.1.4.

In [SUN 06], the authors proposed a two-layers scheduling structure composed of
a BS scheduler and an SS scheduler. At BS scheduler, priorityis given to schedule

2. This is in contradiction to what has been stated by Fattah and Leung in [FAT 02] where they
qualify the fairness of DRR algorithm as “poor”.
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Figure 2.2. Hierarchical structure for bandwidth allocation
[WON 03b, WON 03a]

data grants for UGS connections and bandwidth request opportunities for rtPS and
nrtPS connections. The amount of bandwidth allocated in this phase is reserved dur-
ing connections’ setup. Data grants for rtPS, nrtPS are thenscheduled taking into
account the information contained into bandwidth request messages and their min-
imum requirements. Finally, the residual bandwidth, if any, is redistributed in pro-
portion to pre-assigned connections’ weights. The proposed SS scheduler considers
a fixed priority scheme—1, 2, 3 and 4 for BE, nrtPS, rtPS and UGS scheduling ser-
vice, respectively. Bandwidth is firstly guaranteed for UGSconnections. rtPS packets
are then scheduled based on their respective deadline stamps—corresponding to their
arrival_time + tolerated_delay. Each nrtPS packet is associated with a virtual
time calculated to guarantee the minimum reserved bandwidth and hence maintain an
acceptable throughput. A simple FIFO mechanism is applied for BE queues.

Other scheduling structures focusing on delay requirements were proposed in lit-
erature. In [LIU 05] for instance, three schedulers were combined to meet the QoS re-
quirements of different classes (Figure 2.3). Time sensitive traffic streams—consisting
in UGS flows, rtPS flows and (n)rtPS polling flows—are served by Scheduler 1 that
applies EDF algorithm. Minimum bandwidth reserving flows (nrtPS flows) are sched-
uled by Scheduler 2 using WFQ. The weights correspond to the proportion of re-
quested bandwidth. WFQ algorithm is also applied by Scheduler 3 to serve BE traf-
fics; weights nevertheless correspond in that case to trafficpriorities specified by each
BE connection. Other components of the proposed architecture (Figure 2.3) are then
used to plan contention and reserved transmission opportunities according to the band-
width availability and to the priorities assigned to each scheduler—the highest priority
is assigned to Scheduler 1.
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Figure 2.3. 3 schedulers [LIU 05]

In [PER 06], a multimedia supported uplink scheduler is proposed. It includes a
proportional fair (PF) BS scheduler and an earliest due date(EDD) SS scheduler. The
BS scheduler (Figure 2.4) allocates resources first for the UGS service and then to poll
SSs having at least one non-UGS connection: one slot is allocated in each frame for
each SS having rtPS or nrtPS connections and one slot every three frames is allocated
for SSs having only BE service connections. Finally, remaining OFDMA resources
are proportionally allocated for SSs based on the received bandwidth requests. As can
be seen from Figure 2.5, the EDD SS scheduler serves packets from the four traffic
queues (UGS, rtPS, nrtPS and BE) in the order of the deadline assigned to each packet
regardless of their scheduling service type.

Fragmentation, packing and PHS capabilities were considered in the packet-based
scheduling strategy proposed in [SET 06]. As can be seen fromFigure 2.6, the pro-
posed scheduler combines a strict priority policy among thedifferent service cate-
gories and a specific queuing management discipline for eachclass: fixed bandwidth,
WRR and RR for UGS, (n)rtPS and BE, respectively. For WRR discipline, weights
are determined according to the guaranteed bandwidth. Adaptive modulation and cod-
ing was also addressed in this work. However, a preliminary WRR/RR allocation was
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Figure 2.4. Multimedia supported uplink scheduler[PER 06]: BS Scheduler

Figure 2.5. Multimedia supported uplink scheduler[PER 06]: EDD SS
Scheduler

achieved assuming the use of the most robust burst profile while bandwidth was allo-
cated taking into account the actual burst profile!! The admission control algorithm
that manages the access of new connection—and based on which the minimum band-
width requirements are guaranteed—was not described in thiswork.

To the best of our knowledge, [CHE 05] is the only research work that has pro-
posed a scheduling algorithm considering simultaneously uplink and downlink band-
width allocation in TDD mode. In first layer scheduling—of thetwo-layer hierarchical
scheduling structure proposed in this work—Chenet al [CHE 05] have suggested the
use of Deficit Fair Priority Queuing (DFPQ) algorithm instead of Strict Priority in or-
der to avoid starvation for low priority classes. This first layer scheduling is based on
two policies. The first one is a transmission direction-based priority where they chose
to attribute to DL a higher priority than UL. The second policy is a service class-based
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Figure 2.6. Scheduler model [SET 06]

priority applying the following scheme: rtPS>nrtPS>BE. Ascan be seen from Fig-
ure 2.7, the authors have combined these two policies using astrict priority scheme
which assigns strict priority from highest to lowest to:DLrtPS , ULrtPS , DLnrtPS ,
ULnrtPS , DLBE , andULBE . For DL and UL UGS connections, they have chosen to
apply a fixed bandwidth allocation strategy. In second layerscheduling, three differ-
ent algorithms were assigned to the other classes of services: EDF for rtPS, WFQ for
nrtPS and RR for BE. nrtPS connections are scheduled based onweights correspond-
ing to the ratio between the nrtPS connection’s minimum reserved traffic rate and the
sum of the minimum reserved traffic rates of all nrtPS connections. A basic admission
control algorithm is also proposed in this work. It accepts the connections for which
the minimum reserved traffic rate does not exceed the available channel capacity; all
BE connections are nevertheless accepted.

Table 2.2 summarizes the hierarchical scheduling proposals described above. In
this table, we precise either DL connections are concerned or not by the proposed
scheduling mechanism. We also specify the different steps of the proposed solution:
which scheduling services are considered in each level and which queuing disciplines
are applied.
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Scheduling proposal Layer/Phase DL UL UGS rtPS nrtPS BE

[WON 03b, WON 03a] 1
st layer • Fixed Priority

2
nd layer Fixed BandwidthEDF WFQ Equally distributed

[SUN 06] BS Scheduler 1
stphase • Fixed BandwidthGrant Bandwidth Request Opportunities

2
ndphase Guarantee the Minimum Reserved Rate

3
rdphase WFQ to distribute residual bandwidth

SS Scheduler • Fixed Priority

Fixed bandwidthEDF EDF (Virtual Time) FIFO

[PER 06] BS Scheduler 1
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ndphase Proportional Fair based on bandwidth Requests

SS Scheduler EDD

[SET 06] 1
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Figure 2.7. Hierarchical structure of bandwidth allocation [CHE 05]

In [CHA 06a], an original two-tier scheduling algorithm (2TSA) was proposed to
avoid starvation problem and to provide fair allocation of residual bandwidth. UGS
connection is not concerned by the “2TSA” algorithm since itis allocated a fixed
amount of bandwidth per frame. Each connection is classifiedinto either “unsatisfied”,
“satisfied”, or “over-satisfied” category and is assigned a weight indicating its shortage
or satisfaction degree—depending on its category. The connection is considered as:

– “unsatisfied” if the allocated bandwidth is less than its minimum requirement,

– a “satisfied” connection if the allocated bandwidth is between its minimum and
maximum specified requirements,

– “over-satisfied” if it is granted more bandwidth than its maximum need,

The first-tier allocation algorithm is category-based and gives the highest priority to
“unsatisfied” connections. For a specific category, the second-tier allocation algorithm
is applied to share residual bandwidth based on weights. Theflowchart of the proposed
2TSA is shown in Figure 2.8.

Compared to simple-structured scheduling solutions, the hierarchical scheduling
mechanisms presented in this section combine in general an inter-service scheduling
discipline with a specific queuing mechanism for each service class. Such structures
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Figure 2.8. Operation flowchart of 2TSA [CHA 06a]

lead to a high computational complexity that may be prohibitive from an implemen-
tation point of view and that may not fit the delay constraintsof real-time scheduling
services.

Regardless of the proposed scheduling structure, some service-specific scheduling
solutions are presented in literature. Leeet al for example focused in [LEE 05b] on
VoIP services. They argued that both UGS and rtPS have some problems to support the
VoIP services and proposed an enhanced scheduling algorithm to solve the mentioned
problems. In fact, the fixed-size grants, assigned to UGS connections of voice users,
cause a waste of uplink resources during silence periods. Moreover, the bandwidth
request mechanism used by rtPS connections leads to MAC overhead and access delay
which is not convenient for VoIP applications. Therefore the authors assumed that a
voice activity detector (VAD) or silence detector (SD) is used by the SS in the higher
layer and proposed an algorithm to be used by the SSs to informthe BS of their voice
state transitions. In order to avoid MAC overhead, the proposed algorithm makes use
of one of the reserved bits of the conventional generic MAC header of IEEE 802.16
[802 04] to do that. Simulations results showed that, compared to rtPS, the proposed
algorithm decreases the MAC overhead and access delay; Alsoit can admit more voice
users than UGS making more efficient use of uplink resources.

In a more recent work [LEE 06a], they demonstrated, using theanalysis of re-
source utilization efficiency, that the ertPS service introduced by the IEEE 802.16e
standard [802 05] is more suitable than UGS and rtPS for VoIP services with variable
data rate and silence suppression. Indeed they proved that ertPS not only solves the
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problems of resource wasting, delay, and overhead caused bythe use of UGS and
rtPS, respectively but also increases the number of number of voice users that can be
supported by the network.

2.1.3.2. Optimization-based strategy

This second category of scheduling strategies consist in formulating the scheduling
problem, in 802.16 environment, as an optimization problemaiming at optimizing the
allocation of resources to different SSs. Table 2.3 presents the formulation of some
examples of optimization problems proposed in literature.

To get an optimal solution to the optimization problem formulated in [SIN 06] (see
Table 2.3), the authors need to use an NP-complete Integer Programming because the
number of slots allocated per SS on a given channel should have an integer value.
Relaxing this constraint, the authors proposed a second solution based on a linear pro-
gramming approach that exhibits a complexity ofO(n3.m3.N) where n, m, and N
denote the number of SSs, the number of subchannels and the total number of slots,
respectively. However, because it is still a computationally demanding problem, the
authors suggested the use of a heuristic algorithm whose computational complexity is
O(n.m.N). The authors then proved that the proposed algorithms optimize the over-
all system performance but may not be fair to different SSs. Therefore they modified
them using the proportional-fair concept.
Based on the developed algorithms, they defined a schedulingalgorithm for the BS
and another one for the SS. The authors agree that considering a joint scheduling for
uplink and downlink, at the BS, is more efficient. They nevertheless argue that it is
not possible to do that when considering the context of OFDMA/TDD. Therefore they
adopted a scheduling mechanism in which downlink and uplinkare scheduled sepa-
rately for all the classes. The priorities are assigned ass follows. Allocations are made
first for UGS, then rtPS, then for nrtPS just to guarantee the minimum requirements,
and finally to satisfy the remaining demands. The choice of one of the proposed algo-
rithms depends on the availability of resources and on the channel conditions.
As for the SS, the authors took into account the overall system performance and fair-
ness to different users. They proposed the same sequence followed by the BS but with
two different models: a packet model, in which fragmentation is prohibited, for both
UGS and rtPS and a byte model—fragmentation is possible—that may be used by
nrtPS and BE services.

In [NIY 06e], Niyato and Hossain considered systems operating in a TDMA/TDD
access mode and using WirelessMAN-SC air interface. They defined a utility function
that depends on the amount of allocated bandwidth, the average delay, the throughput,
and the admission control decision for UGS, rtPS, nrtPS, andBE, respectively. Using
these utility functions, they formulated the optimizationproblem illustrated in Table
2.3. The authors set a limit of the allocated bandwidth between bmin andbmax for
each connection. They also defined a threshold for each service class since the total
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available bandwidth is shared using a threshold-based complete partitioning approach.
To obtain the optimal threshold setting, an optimization-based scheme is proposed. To
solve the proposed optimization problem, Niyato and Hossain suggested two solutions
using an optimal approach and an iterative approach, respectively. The first solution
has a complexity ofO(2M(4b)) where M denotes the number of ongoing and incom-
ing connections and4b = bmax − bmin + 1. Since the complexity of the optimal
algorithm may be prohibitive from an implementation point of view, the authors pro-
posed an iterative approach based the water-filling mechanism. This solution is more
implementation-friendly—its complexity isO(C)—while providing similar system
performances.
To analyze the connection-level (such as the blocking probability) and packet-level
(e.g. transmission rate) performance measures, the authors developed a queuing and a
queuing analytical model, respectively. The proposed connection-level model [NIY 06e,
NIY 06c] defines the connection blocking probability and thenumber of ongoing con-
nections via a Continuous Time Markov Chain (CTMC) model. These parameters are
then used to formulate an optimization problem (see Table 2.3) aiming at maximizing
the system revenue while maintaining the blocking probability at the target level.

2.1.4. Connection Admission Control Proposals

Connection Admission Control (CAC) strategy is essential to provide Quality of
Service (QoS) in mobile networks. Before a decision, CAC should confirm that the
new call does not degrade the QoS of current connections and the system can provide
the QoS requirements for the new call.

In the special case of WiMAX, four classes of services have been defined: Unso-
licited Grant Service (UGS), Real-time Polling Service (rtPS), Non-Real-Time Polling
Service (nrtPS) and Best Effort (BE) [NIY 06e]. CAC is thus crucial for Supporting
Quality of Service (QoS) guarantees for these services. In the following, we present
first some CAC algorithms, and then discuss the different analytical methods that has
been proposed to evaluate them.

2.1.4.1. CAC proposals

In [WAN 07], an uplink CAC algorithm has been proposed: A connection is ad-
mitted if: (1) there is enough bandwidth to accommodate the new connection, (2) the
newly admitted connection will receive QoS guarantees in terms of both bandwidth
and delay and (3) QoS of existing connections is maintained.The proposed CAC
scheme is based on a token bucket: It reserves adequate bandwidth for every admitted
flow. However, it may be considered as conservative in case ofvideo transmissions
leading to much of bandwidth being reserved unnecessarily.

In [YAN 06], the authors propose an admission control algorithm for real-time
video applications, that takes into account the periodicity of arrival of the frames, in
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Proposed Solution Cost Function Constraints

(Minimize/Maximize) (subject to)

Joint Minimize * The average delay should meets the delay requirements of rtPS

Bandwidth Allocation and The average delay connections.

admission control [NIY 06c] * The transmission rate meet the transmission rate requirements of

connections.

* The amount of allocated bandwidth for each connection is between

bmin andbmax.

* The total amount of allocated bandwidth does not exceed the total

available bandwidth.

Queuing theoretic and Maximize * The allocated bandwidth for UGS connections is equal to the required

optimization-based model level of users’ satisfactionbandwidth

for resource management <=> * The delay requirements for rtPS connections (depending on the arrival

[NIY 06e] Maximize rate, the average SNR and the allocated bandwidth) are met.

Utility function * The transmission rate requirements of nrtPS connections (depending on

the arrival rate, the average SNR and the allocated bandwidth) are met.

* BE connections are admitted.

* The amount of allocated bandwidth for a given connection is between

bmin andbmax.

* The total amount of allocated bandwidth does not exceed the total

available bandwidth.

* The thresholds (corresponding to the amount of reserved bandwidth

for each service class) are respected.

Queuing model for Maximize * The connection blocking probabilities3for UGS, rtPS, nrtPS and BE

connection-level The system revenue connections do not exceed the target blocking probabilities.

performance analysis <=>

[NIY 06e] Maximize

the number of ongoing

connections

Efficient and fair Scheduling of Minimize * The number granted slots on a given subchannel do not exceed the number

Uplink and Downlink in the unsatisfied demandsof slots of this subchannel

OFDMA Networks * The amount of bandwidth (slots) allocated per connection do not exceed

[SIN 06] the whole demand of that connection.

Table 2.3. Optimization approach: Cost function and constraints

order to overcome the excessive delay caused by simultaneous arrivals of connection
demands. This scheme sets up a pending period for each new arrival. The flow is
not admitted until the CAC finds the earliest proper time within its pending period
to establish a connection. If there is no such an appropriateaccess time, the CAC
ultimately rejects the incoming flow after the pending period expires. It has been
shown that the profile of aggregated traffic is relatively smoother, leading to lower
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delay violation. However, the performance of the algorithmhas not been assessed in
the presence of other types of traffic.

The paper [WAN 07] focuses on the non-preprovisioned service flow, for which the
MS initiates the connection creation. The BS has to decide whether to admit or reject
each new connection, and how much bandwidth should be reserved for the admitted
connection during its dwell time in the cell. The proposed algorithm is based on a
guard channel scheme as this introduced in [RAM 97] and its performance is assessed
using simulations. A guard channel CAC is also proposed in [LEE 06b].

In [CHA 06b], the authors define a so-called QoS-CAC, where the new connection
request is classified into a particular queue depending on the associated Service Class
type. QoS-CAC serves the UGS connection queue first, followed by RTPS and then
by NRTPS queues. Thus, it provides highest priority to UGS connections requests
followed by RTPS and NRTPS connection requests.

In [JIA 06], a token-bucket CAC scheme is proposed. Each connection is con-
trolled by two token bucket parameters: token rate and bucket size. When a traffic
flow wants to establish a connection with BS, it sends these two parameters to BS and
waits for response from BS. An extra parameter, delay requirement, is sent by rtPS
flow. A threshold on capacity is fixed for each class and, at each arrival, the remainder
uplink capacity is calculated and compared to the bandwidthrequirement of the new
connection. If there is enough capacity it is accepted. If not, CAC looks at the con-
nections that belong to lower classes than this new connection. If there is a class that
uses more capacity than its threshold, it calculates how much capacity can be stolen
from it to satisfy the new arrival. A connection can steal capacity from connections of
a higher class only if the class it belongs to occupied less capacity than its threshold
and the higher class use more capacity than its threshold.

The paper [RON 07] studies the CAC from two different points of view. From
the perspective of service provider, the admission controlpolicy that produces opti-
mal revenue is desired. Service provider charges differentrevenue rates (revenue per
bandwidth unit and time unit) from different service types.The admission control
policy is thus likely to give preference to the traffic load ofhigh revenue rate. As of
the perspective of WiMAX subscribers, the admission control policy of optimal utility
is expected, since it can produce the maximum access bandwidth. This policy will
allocate more bandwidth resources to the traffic load that can yield high utility. As a
compromise has to be made between the service provider and the WiMAX subscriber,
the authors define the concept of utility-constrained optimal revenue policy.

In [NIY 05a], two CAC strategies are compared for fixed OFDM networks. The
first scheme is threshold-based, in which the concept of guard channel is used to limit
the number of admitted connections to a certain threshold. The second scheme is
based on the information on queue status and also it inheritsthe concept of fractional
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guard channel in which an arriving connection is admitted with certain connection
acceptance probability. It is shown that the queue-aware CAC scheme offers more
adaptability to the traffic load.

Paper [GE 06] presents an adaptive admission control schemefor adaptive multi-
media services in IEEE 802.16e, and compare it also to threshold-based CAC. First
of all, UGS, RT-VR/ERT-VR, NRT-VR and BE are prioritized from the highest to
the lowest. Furthermore, different traffics belonging to the same data delivery ser-
vice may also have different levels, following jitter and delay requirements. A de-
grading/upgrading policy is then defined following these priorities, and blocking oc-
curs when no more degrading is possible. A similar algorithmhas been proposed in
[CHO 05a].

The paper [NIY 06a] presents a fuzzy logic-based CAC algorithm for OFDMA
WiMAX. The proposed admission control algorithm considersvarious traffic source
parameters (i.e., normal rate, peak rate and probability ofpeak rate) and packet-level
delay requirements for the traffic to decide whether an incoming connection can be
accepted or not. The inference rules for resource allocation in the proposed fuzzy
logic admission control are defined based on the following scheme: When a new
connection is initiated, the corresponding mobile node informs the base station with
approximate traffic source parameters (i.e., normal rate, peak rate and probability of
peak rate) and target delay requirement. These inputs are fuzzified into fuzzy sets and
the traffic source estimator estimates traffic intensity as the output. Next, the base sta-
tion measures and fuzzifies average SNR of the new connection. This traffic intensity
and channel quality information are used by the resource allocation processor together
with the user-specified delay requirement to obtain the number of subchannels to be
assigned.

A more complex CAC scheme is proposed in [NIY 06b] for fixed WiMAX (Single
Carrier WirelessMAN), where adaptive bandwidth allocation (BA) and connection ad-
mission control mechanisms are developed for polling services based on game theory.
A non-cooperative two-person general-sum game is formulated where the base station
and a new connection are the players of this game. The objective of the proposed
game-theoretic model is to find the equilibrium point between the base station and a
new connection. The conflict in this game arises due to the fact that constrained by
limited radio resources (i.e., bandwidth), the base station wants to maximize its util-
ity (e.g., revenue) from the ongoing connections by providing higher level of QoS to
these connections, while a new connection wants to achieve the highest possible QoS
performance as well. Among the available strategies of bothbase station and new
connection, the Nash equilibrium is determined by using thebest response function
and the decision on admission control is made based on admissible strategy pair from
the Nash equilibrium.
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In [NIY 06e], two CAC approaches are analyzed, namely, the optimal and the iter-
ative approaches. For the optimal approach, an assignment problem is formulated and
solved by using binary integer linear programming. However, this optimal approach
is shown to incur a huge computational complexity, and therefore, may not be suitable
for online execution. On the other hand, the iterative approach, which is based on the
water-filling method, is shown to be an implementation-friendly one, with comparable
performance.

Again, the CAC in [WAN 06] is limited to the case of fixed WiMAX,where on
BS serves several subscriber stations, each having severalusers connected to it. The
problem of CAC is thus a problem of finding, for each new arrival, if the aggregated
bandwidth is less than a limit, insuring a given blocking probability.

In [ELA 06c], an adaptive admission control scheme is presented, and its per-
formance is assessed in the presence of different adaptive modulation and coding
schemes, namely based on the received power or based on the interference. A cross-
layer approach is followed, considering the impacts of the physical layer conditions
(modulation and path loss), the MAC layer techniques (radioresource management
algorithms) and the traffic characteristics.

2.1.4.2. Performance evaluation of CAC algorithms

Several CAC proposals have been evaluated using simulations [WAN 07, YAN 06,
JIA 06, GE 06, WON 03b]. Other papers propose analytical evaluation using Markov
analysis.

In [GE 06], a Markov chain is constructed to describe the evolution of the state of
the system with adaptive rate control. Two classes of calls are differentiated, and the
blocking probability, in addition to the dropping rate of handoff calls are calculated.
Simulation results show good matching between analytical and simulation results.

In [WAN 06], realistic assumptions have been made on the traffic models (Poisson
arrivals and exponential durations for voice, Poisson Pareto burst process for rtPS and
nrtPS services, and heavy-tailed traffic with Pareto distribution for best effort. The
Gaussian approximation is used to derive chernoff bounds for the blocking probability.
However, the model were limited to fixed WiMAX, in a Wireless MAN setting.

In [NIY 05a, NIY 06b], the performance of the WirelessMAN system is also as-
sessed using a queuing analysis. However, while in [NIY 05a], a Poisson arrival
of packets is considered, the burstiness in traffic arrival is modeled in [NIY 06a,
NIY 06b] and [NIY 06e] using Markov modulated Poisson process. The performance
of the system is analyzed at the packet level: Each connection has its own queue
were PDUs are queued, and served with a throughput that depends on the state of the
channel. The admission control strategy reserves separatebandwidth for each type of
connections. The PDU dropping probability, the queue throughput and the average
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delay are calculated for different admission control strategies (static, adaptive, and
game theory based).

A classical Markov model is used in [LEE 06b] to evaluate the performance of
guard-bandwidth CAC, with the difference that a two-statesAMC was considered.
However, a simplistic model with no interference is considered, even if a multi-cell
setting is considered.

In [ELA 06c], a more realistic model is considered for AMC, taking into account
the impact of inter-cell interference. The state of a call isthen modeled as hyper-
exponential with several states corresponding to the different modulations, and some
performance measures are calculated.

2.2. Capacity at the MAC layer

The MAC layer of IEEE 802.16 supports a primarily Point-to-Point (PMP) archi-
tecture. The communication path between a subscriber stations (SSs) and Base station
(BS) has two direction : uplink (from the mobile to BS) and downlink (from the BS
to the mobile). The dowlink is generally broadcast, but the uplink is shared by the
SSs. IEEE 802.16 has defined the MAC layer as connection-oriented, is designed to
support different QoS for different services. In the following subsection, we spec-
ify some basic characteristics of the common IEEE 802.16 MACprotocol to create a
framework for designing the QoS architecture.

2.2.1. QoS architecture for IEEE 802.16 MAC protocol

In order to support the QoS for different services by scheduling the uplink access
opportunity, four QoS service are defined in the standard : Unsolicited Grant Services
(UGS); Real-Time Polling Service (rtPS), Non-Real-Time Polling Service (nrtPS) and
Best effort (BE). UGS is designed to support real-time flows.The (BS) must provide
fixed size data grants at periodic intervals to the UGS flow. UGS can be used for
constant bit-rate (CBR) for CBR-like service flow as Voice over IP and and T1/E1.
The rtPS is designed to support real-time service flows that generate variable size data
packets on periodic basis. The rtPS can be used by rt-VBR-like service flows such
as MPEG video. The SS is allowed to use only the unicast request issued by BS for
connection, moreover, rtPS flows prohibed from using any contention requests. The
nrtPS is designed to support delay-tolerant flows and require a minimum data rate
such as FTP. However, the nrtPS flow receive few request polling opportunities during
network congestion and frequency enough to meet the delay requirement. The BE
service is designed to support a flow for which no minimum transmission rate such
as HTTP. The SS is allowed to use contention request opportunities as well as unicast
request opportunities for BE service flow. The BE flows receive few request polling
opportunities comparing to nrtPS flow.
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2.2.2. Contention mode : Binary Exponential Backoff

On the donwlink, the transmission is relatively simple because the BS is the only
one that transmits during the donwlink subframe. The data packet are broadcasted to
all SSs and an SS only picks up the packet destined to it.

We focus only on the uplink subframe. Itself partitioning infour TDMA sub-
frames. The first three are reserved for the CAC : initial and maintenance connection.
The last one carry the data transmission through numerous time slots. The whole
capacity is greatly improved by using, for all these subframe, several OFDMA fre-
quency. Moreover, the ranging intervals can manage a large number of contending
connection because each of the three time slots use CDMA technique. This allows
to share the channel resources through all contending nodesas well as minimize the
collision probability. The figure 1.2, shows all these specificities.

On the uplink, the BS determines the number of slots that eachSS will be allowed
to transmit. This information is broadcasted by the BS through the uplink map mes-
sage (UL-MAP) at the beginning of each frame. After receiving the UL-MAP which
containing information element IE, each SS will transmit data in the predefined time
slots which indicated in IE. The information element is obtained by using the band-
width request sent from SS to BS.

An SS which has a packet to send is called active. The bandwidth request proce-
dure depends on the node state: if the node is silent, it uses the contention time slot
in the Bandwidth Request Ranging Interval. Else, when the node is still transmitting,
the request is achieved by using an aggregate or incrementalbandwidth request in its
data reserved time slots. The incremental one is required when a node needs more
resources. The other one allows to reevaluate, often periodically, the node needs.

As soon as a node want to send data, it chooses one of theN codes composing the
dedicated bandwidth request code family, and proceed to itsdemand by transmitting
its coded request through the bandwidth request ranging interval. These requests fol-
low a backoff process in case of collision in the selected code. A collision occurs if
two or more nodes have chosen the same code in the same ranginginterval.

Before entering its contention resolution process, an active SS first gets the ini-
tial backoffW and the maximum backoffWmax from BS. The SS randomly selects
a backoff value within the initial backoff. Backoff value decreases by one on every
transmission and when this value reach zero, the SS sends itsbandwidth request. Af-
ter transmission, the SS waits the message (UL-MAP) which contains the information
element. For this, the SS waits its bandwidth response untila timeout threshold. The
IEEE802.16e standard version defines the timerT3 as the maximum MAC frame num-
ber that a contending node can wait before consider that its request has been lost on
the wireless channel, or in the BS request queue.
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2.2.3. Literature on MAC

There has been few research activity on modeling of IEEE 802.16 medium access
standards. In the literature, the performance evaluation of 802.16 has been carried by
means of simulation. No much has been done for analytical model. The capacity of
the OFDMA-CDMA ranging subsystem in 802.16 has been studiedin a few papers. In
[RYU 03], the authors analyzed the performance about randomaccess protocol which
use ranging subchannel in OFDMA-CDMA environment with respect to mean delay
time (MDT) and first exit time (FET). In [HWA 04], authors designed and analyzed the
performance analysis model to control adaptively the size of each ranging code for IR,
PR, and BR ranging in order to do efficiently random access. In[KIM 05b], they eval-
uate the capacity of a ranging subchannel in terms of the ranging code error probability
versus the number of active users to attempt ranging. Recently, several works address-
ing QoS in general and call admission control (CAC) in particular have been produced.
For instance, in Reference [LI 05], an admission control scheme is proposed. It en-
sures highest priority to UGS flows while maximizing overallbandwidth by means
of bandwidth borrowing. Recently, there are amount of research works published on
the QoS service provisioning in the WiMAX networks. Most of the proposals focus
on the enhancement of the QoS service architecture [CHU 02, CHO 05b, MA 06]. In
[LEE 05a], an enhacement have been suggested to support Voice ove IP traffic in both
UGS service and the rtPS with aim to increase the utilizationof the uplink bandwidth
and reduce overhead. In Reference [WAN 05b], QoS is treated based on classical
intserv and diffserv paradigms as well as their mapping to IEEE 802.16 MAC layer.

IEEE 802.16 has defined the MAC protocol stack for BS to assignthe uplink chan-
nel to SSs. But during initial maintenance and bandwidth contention periods, all SSs
still need to contend the uplink channel. As mentioned before, the contention reso-
lution that be supported by 802.16 is based on a truncated Binary Exponential Back-
off algorithm. This algorithm has been wildly investigate in IEEE 802.11 networks
[MIO 05, BIA 00, XIA 04, XIA 03, LI 03]. The first contribution in this part, focus
on the BEB in 802.16. The purpose of this part is to analyze IEEE 802.16e medium
access control (MAC) sublayer and provides a simple analytical model to compute
the 802.16e MAC throughput. Our approach is to begin with a key approximation
made by [MIO 05] in 802.11. This lead a fixed point equation, which can be expected
to characterize the operating points of system. This fixed point equation allow us to
compute the probability rate of a mobile in saturated case, the throughput formulas for
the overall network and the throughput of a ranging code. Moreover, our performance
model deals with a recently released IEEE802.16 criterium,theT3 timer (tr), which
have a main impact on the MAC performance.
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2.2.4. Problem formulation

Here, we concentrate on the saturated case, i.e, each mobilehas a packet to send.
We consider a single IEEE802.16e cell in which there aren mobiles. We assume that
the retransmission processes are engaged after theT3 timeout (tr parameter). As de-
scribed in the previous section, each mobile will engage a CDMA+OFDMA request
through the bandwidth request ranging interval (N is the number of code dedicated
for the bandwidth request). Then, the nodes listen to the following downlink frames
until the T3 timeout expiration. If the node receives a ranging response, the trans-
mission starts. Else, the node enters into the backoff mode :before proceeding to a
new transmission attempt, the node waits several frames. Their number is randomly
chosen in the window[0, bk]. Wherebk is defined in equation (2.2). Note the back-
off is also called truncated exponential backoff because from a determined number of
retransmission (m parameter) the backoff windows is no more increased.

In the IEEE802.16e standard, the channel occupation from the trunked binary ex-
ponential process and the transmission time are completelyindependents. This is due
to the fact that the ranging requests are achieved on a different channel from the data
transmissions. Also, we can simplify the backoff time representation as the concatena-
tion of the different backoff stages for a specific node. Based on these properties, we
can develop an accurate throughput model with a Fixed Point Analysis. The FPA uses
these properties in order to model the collision process. Itreveals a recursive function,
based on the attempt rate per slot and per node. This relationconverges to the collision
rate. Moreover, an other FPA development leads to the effective throughput model.

The following figure describes the evolution of the back-offof a node.Rj is the
number of attempts until success for thejth packet.

The following figure (2.9) shows the back-off chronogram forthe transmission of
three ranging requests. The first one undergoes one collision, two collisions occur for
the second one, and three for the last one. Note that we represent here thetr time
between the sending and the response instant.

Figure 2.9. IEEE802.16e backoff process chronogram
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Hence, the total slot number required to transmit thejth packet is given by

Xj = Rj .tr +

Rj−1∑

i=0

Bi
j

Let γ be the collision probability seen by a node andk the maximum retry number.
Now, we can defineG(γ), as the average attempt rate per slot.

G(γ) =
E(R)

E(X)

where

E(X) = E(R).tr + E
(Rj−1∑

i=0

Bi
j

)

Since the back-off behavior of all nodes is the same, the collision probability is the
same for all nodes. Hence, from the previous assumptions, itis easy to obtain

E(R) = 1 + γ + γ2 + ... + γk

E(

Rj−1∑

i=0

Bi
j) = b0 + γb1 + γ2b2 + ... + γkbk

However, after some calculations we have

G(γ) =
E(R)

E(R).tr + E
(∑Rj−1

i=0 Bi
j

)

=
1

tr +
E(�Rj−1

i=0 Bi
j)

E(R)

Thus,
E
(∑Rj−1

i=0 Bi
j

)

E(R)
=

b0 + γb1 + γ2b2 + ... + γkbk

1 + γ + γ2 + ... + γk
(2.1)

Note that we havek maximum retries for the backoff process. We define the
following back-off parameters for a node as (m < k)
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bk =
2kb0 − 1

2
for 0 ≤ k ≤ m− 1

and (2.2)

bk =
2mb0 − 1

2
for k ≥ m

By substituting these into the expression,G(γ) yields

E
(∑Rj−1

i=0 Bi
j

)

E(R)
=

(1− 2γ)(b0 − 1) + γb0(1− (2γ)m)

2(1− 2γ)
(2.3)

Finally we compute the slot attempt rate as :

G(γ) =
1

tr + (1−2γ)(b0−1)+γb0(1−(2γ)m)
2(1−2γ)

Now if all nodes have the same back-off process, they will allshare the collision
probability and the same attempt rateG(γ). We assume that the number of attempts
made by the other nodes is binomially distributed with parametersG(γ), n − 1 and
N . In fact, the probability of collision of an attempt by a nodei is given by

Pcoll(G(γ)) = 1− Γ(G(γ)) (2.4)

whereΓ(G(γ)) is the probability that the other nodes that attempt in the same slot, do
not use the same channel used by nodei. This probability is given by :

Γ(G(γ)) =

n−1∑

i=0

G(γ)i(1−G(γ))n−i−1(1− 1

N
)i

Now we expect that the equilibrium behavior of the system will be characterized
by the solution of this following fixed point equation.

γ = Pcoll(G(γ))

For the existence and the uniqueness fixed point, the resultsin [MIO 05] can be
easily extended in our case.
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2.2.5. Performance Analysis

At each slot, the arrival ranging requests are buffered in a queue with infinite buffer
size. LetH1, H2,... be the number of the ranging requests served during a time slot
with the generating functionA(z) =

∑
i=1 aiz

i and finite mean batch sizeµ.

In the sequel, we determine the arrival batch sizes during a time slot. The attempt
number engaged in a single ranging request interval leads toseveral aggregate requests
entering into the request queue at the base station. A request incomes in the system
only if its ranging code is used only by a single node at the same time. LetP (Zt =
j|N) be the probability that the base station receives successfully j ranging requests
overN codes at time slott, wherej ∈ {0, 1, .., N}. P (Xt = i) is probability thati
nodes simultaneously transmit their ranging request at time slott, which is given by

P (Xt = i) =
(n
i

)
G(γ)i(1−G(γ))n−i

Thus,

P (Zt = j|N) =

N∑

i=j

P (Zt = j|Xt = i,N)P (Xt = i) (2.5)

The conditional probabilityP (Zt = j|Xt = i,N) can be evaluated by a recursive
expression as follows :
P (Zt = j|Xt = i,N) =

{ ∑i
k=0,k 6=1

(i
k

)(
1− 1

N

)i−k( 1
N

)k
P (Zt = j|Xt = i− k,N − 1)

+
(i
1

)(
1− 1

N

)i−1 1
N P (Zt = j − 1|Xt = i− 1, N − 1)

(2.6)

The initial conditions forP (Zt = j|Xt = i,N) is given by :

P (Zt = j|Xt = i, 0) =

{
1 if j = 0
0 otherwise

Hence, the average arrival rateλ is given by

λ =

N∑

k=1

kP (Z = k|N)

Note that the stability condition needs the average arrivalrate to be less than the aver-
age service time slot, i.e.,

λ =

N∑

k=1

kP (Z = k|N) < µ
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From the previous analysis and assumptions, it is possible to model the number of
packets (ranging)Mt with the discrete-time Markov chain inN . The one step transi-
tion probability that the state of Markov chainMt from Mt = i at timet to Mt+1 at
time slott + 1 is given byQij =

Qij =

{
P (Z = j) if i = 0∑i

k=0 akP (Z = j − i + k) otherwise

Hence the stationary distributionπ of this Markov chain is given by the solution
of the following linear equations :π = π.Q, and using the conservation relationship

∞∑

i=0

πi = 1

The average number of ranging request in the buffer is given by

S(γ) =
∞∑

k=0

kπ(k)

From Little’s formula, the average time which each ranging spends in the queue is
given by the ratio between the average number of rangingG(γ) and the arrival rate.
Therefore, we have for the average delay suffered by a ranging :

D(γ) = 1 +
S(γ)

µ

In our case, the delay is one slot larger, since a ranging is assumed to join the system
only after the slot in which the message is generated.

2.2.6. Numerical analysis

In this section, we present several simulation results obtained with the Matlab
software. We discuss the three main study topics : attempt rate per slot, average
request incoming and the Fixed Point Equation results. For each of them, we provide
figure sets. Note here that the bolded elements in the figure legends correspond to
the default parameter used in the IEEE802.16e standard : theinitial mean back-off
b0 is 16 slots. The backoff windows reaches its maximum values after 16 retries.
So, m corresponds to 16. We use a ranging response reception timeout (timer T3),
tr equivalent to 50 MAC frames : the mean MAC frame duration is 1ms, and the
default value forT3 timeout is 50ms. Moreover, knowing that a MAC frame duration
varies between 0.5ms. and 2ms, theT3 timer may represent a waiting time up to 100
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slots. This singularity justifies the low range where the attempt rate function belongs,
and we think that the first technology improvements will comefrom this parameter
reduction. Moreover, we would like to discuss the number of ranging codes : the
standard defines a large code spectrum composed by 256 orthogonal codes. These
codes are split into four families. But, to the best of our knowledge, only one work
[HWA 04] has proposed the respective size of each families. So, we feel that it is
accurate to reserve at least the half of the code spectrum to the periodic ranging code
family. Hence, we use hereN equal to 128 as default value.

First we deal with the attempt rate performance in order to highlight how the com-
munication parameters (ie.b0, m andtr) affect the attempt rate performance.

The figures 2.10, 2.11 and 2.12 show the attempt rates reachedrespectively in
functionb0, m andtr parameters. Concerning theb0 parameter impact, using few slots
for the initial backoff window permits to engage more attempts per slot. However, we
will see later the drawbacks on the collision probability. Although, the figure 2.10
testifies to a better robustness against collisions for a fewer b0 value.

Now we focus on the other main communication parameter :m. the figure 2.11
shows the impact of this parameter on the attempt rate. We remark that for a collision
probability lower than 0.3, the backoff window expansion limit have no impact on the
attempt rate per slot experienced by each node. However, from a collision probability
equals to 0.45, a small expansion limit allows to keep a relatively high rate while the
attempt rate performance would collapse with higher values.

So, we discuss later, through the FPA results if the standardcould use efficiently a
lower default value for theb0 andm communication parameters.

The figure 2.12 shows theT3 timer influence. We note here that if nodes have to
wait between 50 and 100 slots to obtain a ranging response, the attempt rate undergoes
a low performance variation. But, since the timer limit is lower than 30 slots, the
attempt performances takes off. The figure proves clearly the strong impact of thetr
parameter. For a lack of place, we can not show the results obtained for differentb0

andm, but we have observed the same attempt rate behavior whetherthetr parameter
is.

2.2.7. Fixed Point Analysis

The next topic of the numerical analysis deals with the FixedPoint Equation re-
sults. We have seen the impact of the main communication parameters on the connec-
tivity performance. The FPA allows us to deepen our criticism. With the following
figures we can appreciate howb0, m, tr andN modify the collision probability. Please
keep in mind that the Fixed Point Equation solution corresponds to the intersection be-
tween the studying function with they = x function.
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Figure 2.10. Plots ofG(γ) vs.γ : Attempt rate values depending the collision
probability for different values ofb0. IEEE802.16e default values : m=16,

tr=50.
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Figure 2.11. Plots ofG(γ) vs.γ : Attempt rate values depending the collision
probability for different values ofm. IEEE802.16e default values :b0=16,

tr=50.

So, the figure 2.13 shows that by increasing theb0 parameter, we increase the
collision probability as well. This result was expected after the observation of the
figure 2.10. Here, manufacturers have to find a tradeoff between the individual attempt
rate, and the global collision probability.

Now, we see through the figure 2.14 a key result topic. Indeed,the figure shows
that the collision probability is almost independent of them parameter : from am = 4
to am = 16 range the collision probability increases only by 0.05 points. So, we think
that it would be a great enhancement to reduce them parameter in the IEEE802.16e
standard. In addition, the figure 2.11 shows that this keeps arelatively high attempt
rate while the collision probability slightly increases.

Concerning thetr parameter, the figure 2.15, as the figure 2.13, we increase the
collision probability by lowering thetr parameter. Here, we have a 0.07 collision
probability range fortr including in 5 and 50 slots. We also observe that for atr
lower than the standard value, we never exceed 0.1 point increasing, but we multiply
in the same time the attempt rate. Finally we pinpoint on the fact that the performance
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Figure 2.12. Plots ofG(γ) vs.γ : Attempt rate values depending the collision
probability for different values oftr. IEEE802.16e default values :b0=16,

m=16.
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Figure 2.13. Plots of1 − Γ(β) vs.γ : Fixed Point Equation, function of the
collision probability for different values ofb0. IEEE802.16e default values :

m=16,tr=50 and N=128, n=50

enhancement achieved by thetr decreasing is greatly linked to the CDMA capacity
(ie. figure 2.12).

For the last figure (2.16), it confirms clearly the top rank impact ofn on the con-
nectivity performance. The collision probability is rapidly increased with the number
of users. We think that the CDMA partitioning, as well as the code range enlargement,
will be the main topic leading to an actual performance enhancement.

2.2.8. Request queuing

Here, we deal with the average number of request that income to the base station.
The figure 2.17 represents the arrival rate performance in function of the collision
probability. As we expect, using numerous codes allows to reach a higher arrival rate.
But, the figure also shows that this does not affect the robustness against the collision.

The figure 2.18 shows the income enhancement obtained by using a large number
of ranging code. Obviously, the average arrival rate increases with the number of
users, but this increase can be linear only if the CDMA capacity fits the attempt rate
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Figure 2.14. Plots of1 − Γ(β) vs.γ : Fixed Point Equation, function of the
collision probability for different values of m. IEEE802.16e default values:

b0=16, tr=50 and N=128, n=50
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Figure 2.15. Plots of1 − Γ(β) vs.γ : Fixed Point Equation, function of the
collision probability for different values oftr. IEEE802.16e default values :

b0=16, m=16, and N=128, n=50

behavior. We observe on the figure, that the lowest values of Ninduce a slower arrival
rate increasing. For instance, 50 users perform an average arrival rate equals to 0.5
through 2 ranging code, compare to a 0.8 arrival rate with 32 ranging code. In fact,
it seems that the arrival rate converges, function of the ranging code number, and the
convergence values rapidly increases with this parameter.So, it proves that theN
parameter is one of the most important factors for the connectivity performance.

The parameterN corresponds to the main factor of robustness against the colli-
sion : with an insufficient ranging code diversity, these numerous attempt will easily
undergo collisions. The figure 2.18 testifies that it must be evaluated in function of the
number of user. We use here 50 users because of some simulatorlimitation. But the
IEEE802.16e is designed to assume far more customer througha large ranging code
variety.

We finish our analysis by presenting the average queuing delay encountered by the
incoming ranging request. The figure 2.19 shows the results for an unbuffered queue,
while the figure 2.20 presents the buffered case results.

First we remark that the average delay for both cases are far lower than the au-
thorized delay defined in the standard. TheT3 timer allows the sender to wait up to
50 MAC frames before acknowledging a possible loss. From a pool of 50 users, we
observe that the average delay does not exceed 3 MAC frames for the unbuffered case.
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Figure 2.16. Plots of1 − Γ(β) vs.γ : Fixed Point Equation function of the
collision probability for different values of N. IEEE802.16e default values:

b0=16, m=16,tr=50 and N=128
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Figure 2.17. Plots ofλ vs.γ : Average request incoming, function of the
collision probability for different values ofN . IEEE802.16e default values :

b0=16, m=16,tr=50 and n=50

Obviously we note that this maximum values will increase with the number of users.
But it also seems that it would be relevant to adapt thetr parameter in accordance with
the pool of customers. Moreover, the figure 2.19 proves clearly that this parameter,
by inducing a lower arrival rate, also decreases the queuingdelay. We could find a
trade-off between these two impacts to design the best fittedvalue for theT3 timer.

Concerning the buffered case in the figure 2.20, we observe that for a threshold
value of the buffer size, ranging requests undergo a decreasing queuing delay. In
fact, these results testify that some overflows occur, i.e. many incoming requests are
dropped because of there are no remaining slot in the queue. So, we remark the
key topic which has to be observed to design the base station buffer size : thetr
parameter, which has a major impact on the ranging requests incoming in the queue,
can achieve better queuing performance in function of the collision probability. The
figure 2.20 shows that aT3 timer equal to 5 achieves better performance that the others
for a collision probability equal to 0.5, whereas for this value, the performances fall
below the 0.4 collision probability. We encourage to consider this remark in order
to develop a more efficient designing algorithm which includes an adapted approach
of the communication parameter depending on the collision parameter and the arrival
rate factors (i.e. mainly,tr andN ).



86 Survey in two chapters for Hermes

0 10 20 30 40 50 60
0

0.2

0.4

0.6

0.8

1

Number of user

A
rr

iv
al

 r
at

e

Average arrival rate vs. number of user for several N values

 

 

N=2
N=4
N=8
N=16
N=32

Figure 2.18. Plots ofλ vs.n : Average request incoming, function of the
number of user for different values ofN . IEEE802.16e default values :b0=16,

m=16, andtr=50
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Figure 2.19. Plots ofD(γ) vs.γ : Average delay, function of the collision
probability for different values oftr. IEEE802.16e default values :b0=16,

m=16, andn=50
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Figure 2.20. Plots ofD(γ) vs.γ : Average delay, function of the collision
probability for different values oftr. IEEE802.16e default values :b0=16,

m=16,n=50 and buffer=6

With this contribution we provide a complete analytical model for the MAC layer
performance. Due to the Fixed Point Analysis, we provide theattempt rate behavior
and its impact of the collision probability in function of the communication parame-
ters. First the study reveals that thetr parameter is the main performance factor, and
an accurate tuning study could lead to a great performance enhancement. Second,b0

and particularlym can also be tuned to increase the attempt rate without necessary
impacts on the collision probability. Finally, we provide the collision statistics for a



WiMAX network capacity and radio resource management 87

large range of the user number. This testifies to the needs of afitted ranging code
partitioning to manage the pool of users.

The next step of our study consisted in defining the queuing performances relative
to the requests incoming into the base station. First, we observe the impact of the
code rangeN on the arrival rate in function of the collision probabilityand then of
the number of users. The first one shows that the number of codedoes not enhance
specifically the robustness of the system against the collision. But the second one
testifies that the code range have to be designed in function of the pool of users : the
performance can drastically fall with an unadapted number of ranging codes.

The last topic of the queuing analysis dealt with the delay experienced by the in-
coming requests. The unbuffered case leads to the observation which has motivated
originally our study. The average queuing delay is largely smaller than the one ex-
pected by the standard. The nodes could wait up to 50 MAC frames to acknowledge a
request loss, but our simulations show that this delay does not exceed 3 frames, for 50
user using atr parameter equal to 5. Please note that this experienced delay decrease
with thetr increasing. In addition, this last remark leads to an other observation : by
increasing thetr parameter, we also decrease the arrival rate as well as the queuing
delay. So, future works are required to define an adapted way to tune thetr parameter
in function of the number of users, and the actual queuing delay at the base station.
The buffered case shows, as expected that for the smallest values oftr, some over-
flow drops occur. But it also reveals that the delay performances evolve in function
of the collision probability. Thetr parameter can achieve better performance with an
increasing collision probability. So here too, a tuning study could be completed.

2.3. Erlangian approach

2.3.1. Problem formulation

The Erlang capacity of a given system refers to the amount of traffic that can be
handled by the system for a given target blocking probability while achieving a certain
QoS requirement.

Traffic, both offered and accepted, is given in terms of a meanarrival rate, as-
suming arrivals follow a Poisson process, divided by a mean service rate, assuming
service obeys to an Exponential distribution. Users in thiscase follow then a dynamic
configuration, i.e., they come and leave the system after a finite duration, as opposed
to static users that come to the system at time 0 and remain forthe whole duration of
analysis, such as long-lived flows.

Resources are in our case formulated in terms of (dedicated)subcarriers allocated
to users. The latter can be of two types: streaming and elastic. The former are char-
acterized by a constant-bit-rate requirement and are thus allocated subcarriers for the
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whole duration of their call, which is independent of the quantity of resources they
receive. Elastic flows are on the contrary driven by a maximumthroughput; their
transfer time is proportional to the amount of resources they get. When using TCP at
the transport layer, they have the ability to share resources fairly among themselves;
such a behavior can be modelled using Processor Sharing (PS). We next detail how
subcarriers are allocated in OFDMA systems.

2.3.2. Sub-carrier allocations

OFDMA is a multiple access technique which divides the totalFast Fourier Trans-
form (FFT) space into a number of sub-channels (set of sub-carriers that are assigned
for data exchange) whereas the time resource is divided intotime slots (i.e. in WiMAX
OFDMA PHY [YAG 04], the minimum frequency-time unit of sub-channelization is
one slot, which is equivalent to48 sub-carriers) and a frame is constructed by a number
of slots.

As stated earlier, WiMAX standards [802 04] specify two different distributed al-
location modes which impact greatly the capacity of the system. This actually refers
to the way the pilot allocation is performed in an OFDM symbolwhich specifies
the type of sub-channelization: Fully Used Sub-Channelization (FUSC) occurs if the
pilot sub-carriers are allocated first and the remaining sub-carriers are divided into
data sub-channels. In the other sub-channelization method, called Partially Used Sub-
Channelization (PUSC), data and pilot sub-carriers are partitioned into sub-channels,
and then within each sub-channel, pilot sub-carriers are allocated. All UL sub-frames
use PUSC mode, while DL sub-frames could use FUSC or PUSC. Forexample, in the
downlink of a WiMAX system with FFT size of1024 and after reserving the pilot and
guard sub-carriers, a FUSC allocation corresponds toL = 16 sub-channels ofK = 48
data sub-carriers each, while a PUSC allocation corresponds toL = 30 sub-channels,
each containingK = 24 data sub-carriers. Please note that we hereafter use FUSC
and consider one burst per frame.

In OFDMA-based WiMAX system, resource allocation is done intime-frequency
domain: a call may share a sub-channel with other users. Thisis illustrated in Figure
2.21 where users2, 3, 4 and5 occupy each one sub-channel half of the time while
user1 occupies one sub-channel all the time. With OFDMA, the user device could
choose sub-channels based on geographical location with the potential of eliminating
the impact of deep fades.

2.3.3. Interference

When cellular networks are designed using OFDMA technology,inter-cell inter-
ference appears as the limiting problem. In the downlink forinstance, inter-cell in-
terference occurs at a mobile station when a nearby base station transmits data over a
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Figure 2.21. Time-frequency resource allocation in OFDMA WiMax system

subcarrier used by its serving base station, as illustratedin Figure 2.22. This is called
collision and, depending on the number of interfering base stations, we can have more
than one collision at the same subcarrier4. As the frequency is allocated in WiMAX
on the basis of subchannels, each consisting of several subcarriers, different scenarios
are possible:

– In the case of adjacent allocation, when a collision occurs, all the subcarriers of
the subchannel are involved. Frequency hopping is then necessary in order to distrib-
ute the interference between users.

– For distributed allocation, frequency diversity is ensured when constructing the
subchannels, thus leading to an averaged interference between calls.

However, authors in [ELA 06d] showed that the number of collisions is independent
of the allocation mode, and is always distributed followinga hyper-geometric distrib-
ution when the system is homogeneous.

When a frequency reuse of 1 is supported, i.e., all cells/sectors operate on the
same frequency channel to maximize spectral efficiency, theinter-cell interference
is a major concern due to heavy cochannel interference (CCI). Users at the cell edge
may thus suffer degradation in connection quality. This cell edge interference problem
has been addressed by appropriately configuring frequency usage without resorting to
traditional frequency planning. Indeed, the classical interference avoidance scheme
is obtained by dividing the frequency band into 3 equal subbands and allocate the
subbands to the cells so that adjacent cells always use different frequencies. This
scheme, called reuse 3 scheme and illustrated in Figure 2.23, is possible using the
PUSC mode. The underlying idea is to allow interference onlyfrom cells located in
ring 2, leading thus to low interference.

4. Please note that a collision does not necessarily mean loss of a subcarrier but merely a prob-
ability on that event, as quantified in [ELA 06d].
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Figure 2.22. Inter-cell interference in WiMAX.
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Figure 2.23. Reuse 3 scheme: interfering cells are in ring 2.

A hybrid solution between reuse 1 and reuse 3 schemes, also called reuse partition-
ing, has been proposed [WiMb]. The idea is to use a frequency reuse of 1 at the cell
centers where interference is low, and a frequency reuse of 3at the cell edges where
users are more subject to interference. This is illustratedin Figure 2.24 and called frac-
tional frequency reuse. This frequency allocation mode is possible in WiMAX using
the PUSC mode. In fact, each segment in PUSC is decomposed into two groups, re-
sulting in six different groups: 3 even groups of 6 subchannels each and 3 odd groups
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of 4 subchannels each. All even groups can thus be allocated to the cell centers, while
only one odd group is allocated to cell-edge users. This results in the loss of 2 odd
groups (8 subchannels); to compare with the loss of two segments, equivalent to 20
subchannels when reuse 3 is used.

a) b)

G1

G2

G3

G0

Figure 2.24. a) Fractional frequency allocation scheme where a reuse 3
scheme is used at cell edges and b) power/frequency scheduling with reduced

power in cell 1 at the frequencies used for cell edge users in the cells 2-7.

When using this fractional reuse scheme, upon the arrival of auser, it is allocated
a subchannel within the frequency band that corresponds to its position in the cell.
As the location of the mobile cannot be precisely known, the choice is based on the
path loss: A threshold on the path loss is fixed and terminal equipments with a path
loss larger than this threshold are assigned a subchannel within the frequency reuse 3
bandwidth.

Even if the overall cell throughput is large in the hybrid frequency allocation
scheme, there is still a loss of subchannels compared with the reuse 1 scenario. To
overcome this problem, a proposed solution is to use a power control on some fre-
quency bands to limit interference at the cell edges. In thiscontext and referring to
Figure 2.24-a, only cell 1 is allowed to transmit with full power using the "G1" part
of the spectrum while cells 2-7 are allowed to transmit in this part of the spectrum
using only a reduced power. This is illustrated in Figure 2.24-b. This will reduce the
downlink interference seen by cell-edge users served by cell 1 compared to a classi-
cal reuse 1 scheme. The radio resources used for transmission to UEs in a cell are
controlled by the scheduler in the base station and fractional reuse can therefore be
implemented as part of the scheduling decision. Fractionalreuse can thus simply be
seen as constraints to the scheduler.
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This scheme has been proposed for 3G LTE systems [3GP 05]. This power/frequency
scheduling is possible in WiMAX [ELA 06b], as for fractionalreuse, using the even
and odd groups in the PUSC mode, with the difference that all groups are used in each
cell with different powers. Only 22 subchannels are used with full power (18 sub-
channels for cell center users are 4 for cell-edge ones). Theremaining 8 subchannels
are allowed to be used within the cell center with a reduced power (P2 = P1/R, with
R > 1), only when the 18 subchannels assigned for cell center are occupied.

2.3.4. AMC and cell decomposition

AMC, in the presence of path loss only, denoted byξ, yields high efficiency mod-
ulation is used for users whereξi � ξ, corresponding to a large SNR5. This results in
the division of the cell intor regions,i = 1...r (see Figure 2.25), which we assume
to be concentric circles of radiusRi for simplicity, but might be of different topology
if we take into account other phenomena, such as fast-fading. In each region, users
have the same modulation scheme and experience thus a corresponding bit rate which
decreases as users get further from the base station.

BPSK
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Figure 2.25. Cell decomposition into regions

To calculate the area covered by each modulation scheme, we must determine
the maximal distanceRi between Base Station (BS) and users using a corresponding
modulation. This distance is determined using the maximal SNR a user should receive

5. Please note that, for the time being, only the SNR matters, and not SINR, theSignal to
Interference plus Noise ratio, as we now talk about the case of one cell inisolation. In the next
subsection, the multiple-cell setting will arise along with underlying interference and SINR.
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without data loss. Different values of received SNR for different modulation/coding
schemes have been calculated in Reference [802 04] and are shown in Table I (first
three columns). We use them to calculateRi [TAR 07].

The path loss for the free space model is given by [STU 01]:

PLi[dB] = −10 log [GEGR(
λ

4πRi
)2]

= −10 log GE − 10 log GR + 20 log (
4πRi

λ
)

whereGE is the emitter antenna gain,GR is the receiver antenna gain,Ri is the
distance between the emitter and the receiver andλ is the wavelength. This path loss
is also equal to

PLi[dB] = PE [dBm]− SNR[dB]−N [dBm]

wherePE is the emitted power andN is the thermal noise (in units of decibels) which
is equal to:

N [dBm] = 10 log(τTW ) (2.7)

τ = 1.38 · 10−23watt/K − Hz is the Boltzmann constant,T is the temperature in
Kelvin (T = 290) andW is the transmission bandwidth in Hz.

Using the above equations, we can calculate the relationship between the distance
and the SNR as follows:

Ri =
λ ∗ 10PE [dBm]+10 log(GE)[dB]+10 log(GR)[dB]−SNR[dB]−N [dBm]

20

4π
(2.8)

The area of each regionSi is given by:

Si = π · (R2
i −R2

i−1)

whereR0 = 0.

For the sake of illustration, let us consider the following example based on the
licensed band for WiMAX to outdoor use in France which startsat a frequency of
3.4GHz and which has system bandwidth equal to20MHz. At this bandwidth, the
thermal noise is equal to−100.97dBm. According to the maximum allowedEffective
Isotropic Radiated Power (EIRP)of 1W , where the emitters are assumed to have an
emission powerPE of 1W for users. We consider the case of antennas in BS and
user equipment without gain. In Figure 2.26, we represent the distance assigned to
SNR for switching points. The proportion of each surface area per PHY assumption
is determined and shown in in Table 2.4.
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Figure 2.26. Received SNR function of the distance

Modulation Coding rateReceiver SNR(dB)Surface [%]
BPSK 1/2 6.4 39.4
QPSK 1/2 9.4 20.75

3/4 11.2 28.0
16 QAM 1/2 16.4 4.07

3/4 18.2 5.14
64 QAM 2/3 22.7 0.9

3/4 24.4 1.74

Table 2.4. IEEE802.16 PHY assumptions

2.3.5. Flow throughput

The instantaneous physical bit ratēRs,e
i of streaming or elastic users in regionSi

is given by:

R̄s,e
i =

Ls,e
i ×K × C × log2(M)

Ts × Sc
× (1−BLER)

= Ls,e
i ×K ×B × Ei × (1−BLER) (2.9)

whereLs,e
i is the number of sub-channels to be assigned to streaming/elastic users in

regionSi, K is the number of data sub-carriers assigned to each sub-channel,C is the
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coding rate of theM -ary modulation,Ts is the OFDMA symbol duration given by:

Ts = Tb + Tg

with Tb the useful symbol period (in units of microseconds) given byN
W×n andTg the

guard period equal toG× Tb, W is the bandwidth(MHz), n is the sampling factor,
G is the ratio of cyclic prefix (CP) to useful time,Sc is the sector coefficient (Sc is
equal to 1 in FUSC and3 in PUSC3 sectors),B is the baud rate (symbols/sec),Ei

is the efficiency of the modulation (bits/symbol) in each region Si andBLER is the
perceived Block Error Rate6.

2.3.6. Capacity evaluation

References [TAR 06] and [TAR 07] consider the issue of capacity with dynamic
arrival and departure of streaming and elastic uses to the system, with a priority to the
former over the latter which share the left-over capacity ona processor sharing basis.

In [TAR 06], emphasis is set on one region only. Using the Quasi-Stationary (QS)
assumption [BEN 01], wherein streaming calls are assumed toarrive and leave the
system in a manner slower than that of data ones, i.e., the ratio of the mean arrival rate
of streaming flows to that of elastic ones,λs/λe, is very small, and so, in the presence
of ns streaming calls, thene data flows may be studied as if they were in a stationary
regime, following an M/G/1 Processor Sharing (PS) queue.

Let n̄e denote the mean number of data flows in the system7. It is given by:

n̄e =
∞∑

k=0

kPr(ne = k) (2.10)

where
Pr(ne = k) =

∑

j

Pr(ne = k|ns = j)Pr(ns = j) (2.11)

and

Pr(ne = k|ns = j) =
1

G
Πk

i=1

λe

µe(j, i)
(2.12)

whereG is the normalizing constant.

The distribution ofns is given by an M/M/m/m queue :

6. Note that for each value of SINR, we can determine a couple of values(E, BLER) and
these values are determined by link level curvesE = f(SINR) andBLER = g(SINR)

7. Note that in the absence of any admission control, this number can go to infinity
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Pr(ns = j) = Pr(ns = 0)Πj−1
k=0

λs

(k + 1)µs
(2.13)

for all j ≤ ns
max and wherePr(ns = 0) is determined by the normalization condition∑

i Pr(ns = i) = 1.

In [TAR 07], the whole cell is considered, first in isolation,where mostly AMC
is considered, and then in a multiple-cell setting, i.e., taking into account interference
too. The analysis follows in this case an exact Markovian model. Steaming calls are
assumed to arrive to regionSi according to a Poisson process with intensityλs

i and use
Ls

i sub-channels for an exponentially distributed time with mean1/µs independent of
the share of the resources they get. Elastic flows are assumedto arrive to the system
according to a Poisson process with intensityλe

i and assumed for tractability to have
a service exponentially distributed with meanµe

i =
Re

i

E[Z] whereE[Z] is the mean file

size8.

The system can be modelled as a Continuous Time Markov Chain (CTMC) by
taking into account the proposed priorities for the integration of streaming and elastic
flows as well as the way they share resources.

The state is characterized by the following row vector

−→n := (ns
1, n

s
2, ..., n

s
r, n

e
1, n

e
2, ..., n

e
r)

wherens
i andne

i , for i = 1...r, represent the number of streaming and elastic calls in
regionSi, respectively.

The state space of the system is given by

S := {−→n ∈ N
2r|

r∑

i=1

(Ls
i n

s
i + Le

i n
e
i ) ≤ L} (2.14)

whereLs
i andLe

i denote the number of sub-channels allocated to streaming and elastic
calls in regionSi respectively andL is the maximum number of sub-channels in the
cell.

The steady-state probability vector is given by
−→
Π = {π(−→n )−→n∈S}. Note that

the corresponding system is non homogeneous as the departure rate of elastic calls
depends on the overall number of calls in the system whereas streaming calls do not.

8. In fact, the total length of an elastic flow in units of packets is found to follow alog normal
distribution, according to the measurement-based modelling [DOW 01]
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The solution of the steady-state distribution is obtained by solving the set of lin-
early independent equations given by:

−→
Π ·Q = 0∑

−→n∈S
π(−→n ) = 1

(2.15)

To construct the transition matrixQ, all possible transitions between neighboring

states should be considered. Letq(−→n → −→n′) denote the transition probability from

state−→n to neighboring states
−→
n′ . Note that when a new call is accepted in regionSi,

1 ≤ i ≤ r the state is noted by~ns,e
i+ and when a call terminates the service the next

state is~ns,e
i− . We thus have the following transition rates:

q(−→n → −→ns
i+) = λs

i

q(−→n → −→ns
i−) = ns

i µ
s

q(−→n → −→ne
i+) = λe

i

q(−→n → −→ne
i−) =

ne
i µe

i (−→n )
E[Z]

(2.16)

and the valuesq(−→n → −→n ) must be obtained as the sum of all terms in each line in
matrix Q is equal to zero for1 ≤ i ≤ r.

This analysis enables to quantify several performance measures, namely the block-
ing probabilities for both types of traffic, streaming and elastic, as well as mean trans-
fer time of elastic flows. Results in [TAR 07] show that in terms of blocking there is
only one class for streaming flows in the inner and outer regions. Data flows how-
ever are elastic and share capacity among themselves in a fair manner on the basis
of processor sharing. This makes them obtain the same blocking rate. They however
obtain different mean transfer times in each region corresponding to the bit rate they
achieve therein.

In a multiple-cell setting, with reuse partitioning, for streaming flows, the blocking
probability in the inner region decreases as flows in this region have now access to all
sub-channels whereas flows in the outer region do not. The latter have thus higher
blocking. For data flows however, both blocking rates, innerand outer, increase with
respect to the case with no frequency reuse, as more streaming flows are now accepted;
with a higher increase in the outer ring as less sub-channelsare now available.

Reference [ELA 06a] is also on capacity in OFDMA. Frequency reuse is consid-
ered as the major concern because the channel can only be reused when interference
is low but its reuse increases the number of collisions and hence interference. Solu-
tions are sectorization or special allocation of subcarriers in the edge of the cell. The
authors note that collision does not necessarily mean loss of symbol, it just makes it
more probable. Authors in this work first calculate the mean number of collisions in
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a multicell setting, and then calculate the corresponding probability of SNR degra-
dation, and this for a given load. They numerically considerthe Erlang capacity of
such a system, including the trade-off between dimensioning and modulation, in the
presence of both streaming and elastic flows.

As of the frequency planning schemes, an analytical model has been proposed in
[ELA 06b] to evaluate their performance based on a queuing analysis. It has been
shown that a reuse 1 gives a high throughput to the cell, although the performances at
the edge of cells are very bad. A reuse 3 scheme decreases severely all the throughput
because only a third of the capacity is used in each cell. A reuse 1 in the center of cells
combined with a reuse 3 in the edges of cells can realize an acceptable compromise
between the total throughput and the performance of edge of cells [this is partition-
ing!]. Finally, power/frequency scheduling scheme realizes a high cellular throughput
with an acceptable performance at cell edges and can then be considered as the best
compromise.

Reference [NUA 06] is on OFDM, with streaming and elastic traffic, including
inter-cell interference with frequency reuse 1/1 and 1/3, with Erceg propagation model
and slow fading. The work is based on simulations, using Matlab. They calculate the
outage time, the time during which the received signal is below a certain threshold,
the mean download time and the cell capacity (in Mbps), all asa function of number
of users in the cell.

This work contains two other references [BAL 05b] [BAL 05a] on works on per-
formance of 802.16 using simulations only. Their criticismis that the other works use
complex simulators, whereas they don’t.

Eventually, Reference [PAN 07] is on intercell interference in wireless broadband
access in general, not only 802.16 (no mention of OFDMA for instance), as capacity
is mostly dependent on intercell interference. The analytical models for intercell inter-
ference are developed both in the uplink and downlink and take into account especially
the effect of rain fading in the expression of the path loss.
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