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Abstract—Performance and reliability of content access in mo- mobile nodes. Clearly, decisions on the placement and numbe
bile networks !S conditioned jointly by the number and locaion  of replicas to be deployed in a network are tightly related
of content replicas deployed at the network nodes. The endeaur problems: intuitively, the latter introduces a feedbaabpldo

of this work is to address such an optimization problem with a the f tent lication tri irost
distributed, lightweight solution that handles network dynamics. € lormer as every content replication triggers a new a

We devise a mechanism that lets nodes share the burden ofOf the placement problem.
storing and providing content, so as to achieve load balaneg, Traditionally, the above content replication problemsenhav

and decide whether to replicate or drop the information so aso  peen studied through the lenses of classic Facility Looatio
adapt to a dynamic content demand and time-varying topology Theory [4]. Optimal placement can be cast as trea-
Simulation results show that our mechanism, which usesocal . . . Lo
measurements only, is: (i) extremely precise in approximating pacitated k-medianproblem, Where_as the joint opt|m|zat|on
an optimal solution to content placement and replication; §ij Of placement and number of replicas can be studied as an
robust against network mobility; (jii) flexible in accommodating uncapacitated facility locatioproblem; both these problems
variation in time and space of the content demand. are NP-hard for general network topologies.

In our previous work [5], we showed preliminary results in-
dicating that a uniformly distributed replica placement ¢ee
well approximated using distributed store-and-forwarccime

Research and industrial activity in the networking fieldnisms, in which nodes store content only temporarily. The
is pursuing the idea that networks should provide accessdfdeavor of this work is to extend our previous study ancetarg
contents, rather than to hosts. Recently, this goal has begajoint problem(i) of establishing the number of replicas to
extended to wireless networks as well, as demonstrated daploy in a dynamic network and (ii) of finding their most
the tremendous growth of services and applications offevedsuitable location, so as to achieve load balancing, thais,
users equipped with advanced mobile terminals, such as fbethe network nodes evenly share the burden of storing and
iPhone. providing content.

The inexorable consequence of a steady increase in mobilgnstead of designing distributed approximation algorishm
data traffic exerted by mobile devices fetching content fthen of the optimal solution to facility location problems, whic
Internet is a drainage of mobile operators’ network resesircejther require global (or extended) knowledge of the nektwor
[1], [2]. A promising approach to solve this problemcisntent [6], [7] or are unpractical [8], we extend our store-andward
replication, which has been shown to be effective in enhancingechanism with a distributed replication algorithm thasém
performance and reliability of content access for endsiséfs decisions on local measurements only and aims at evenly
(see, e.g., [3] for a survey on the topic). distributing among nodes the demanding task of being a

In this paper, we explore the concept of content replicatiqaplica provider. As a result, we show that both optimal glac
in a cooperative wireless environment, where content démament and content replication can be approximated through
and topology are dynamically changing. Nodes can potéytiah lightweight, distributed scheme which adapts to differen
store data and serve other users through device-to-devigiéial distributions of replicas and to variation in timedin
communications (e.g., using IEEE 802.11 or Bluetooth). Wspace of content demand, while being robust to changes due
consider that content has a validity time, after which it t@s to network dynamics.
be discarded and a new version has to be downloaded from a
server in the Internet. Furthermore, not all users in thevoekt
may be interested in a given content at a given time; hence,
disseminating the information to the nodes according to anSimple, widely used techniques for replication are gossipi
epidemic approach [9], or pushing the content to all usemnd epidemic dissemination [9], [10], where the informatio
might not be desirable. is forwarded to a randomly selected subset of neighbors.

Such a scenario introduces several problems to contemt replithough our scheme may resemble this approach in that a
cation. Optimal replica placemenis one of those: selecting replica node hands over the content to a randomly chosen
the location that is better suited to store content is dilficuneighbor, the mechanism we propose and the goals it achieves
especially when the network is dynamic. Another prominefite., approximation of the optimal number of replicas ameirt
issue ishow many content replicahould be made available toplacement) are significantly different.

|. INTRODUCTION

Il. RELATED WORK



Another viable approach to replication is represented Isymplicity of presentation, in the following we assumg;) =
quorum-based [11] and cluster-based protocols [12]. BothVu(j) € V. During the storage timey(;) serves the content
methods, although different, are based on the maintenancdmnodes issuing requests for it and, possibly, downloauts fr
guorum systems or clusters, which in mobile networks atke Internet server a fresh copy of the content if its validit
likely to cause an exceedingly high overhead. Node groupitighe has expired. We assume that a nogig, which at a given
is also exploited in [13], where groups of nodes with stabléme ¢ does not store any copy of the content and which will
links are used to cooperatively store contents and share liater be referred to as “content consumer”, issues querias a
formation. The schemes in [13], however, require an a-priaate \,; (t).
knowledge of the query rate, which is assumed to be constanfo achieve load balancing, at the end of the storage time
in time. Note that, on the contrary, our lightweight solatizan v(j) has to decide whether (1) to hand the content over to
cope with a dynamic demand, whose estimate by the repligaother node, (2) to drop the copy, or (3) to replicate the
nodes is used to trigger replication. content and hand over both copies. We refer to the nodes

Threshold-based mechanisms for content replication diesting a content copy at a given time instant raplica
proposed in [14], [15]. In particular, in [14] it is the origil nodes and we denote their set b§(t). Only replica nodes
server that decides whether to replicate content or not, aa@ responsible for updating the content and for injecting a
where. In [15], nodes have limited storage capabilities: Hew version in the wireless network.

a node does not have enough free memory, it will replaceNext, to highlight our contribution with respect to previou
a previously received content with a new one, only if it i§york, we relate our study to the formulation of the replioati
going to access that piece of information more frequentyyg replica placement problems typically used in the litera
than its neighbors up t& hops. Our scheme significantly| et us fix the time instant and drop the time dependency for
differs from these works, since it is a totally distributedgase of notation. Then, It = (V, E) represent the network
extremely lightweight mechanism, which accounts for thgraph at the given time, defined by a node Eeand an edge
content demand by other nodes and ensures a replica dengify > ¢ is the set of facility nodes, i.e., nodes holding a
that autonomously adapts to the changes in the query rate Qyglica. The following definition specifies the uncapaeitat
time and space. facility location problem, i.e., the joint optimization dhe
Finally, we point out that the RWD scheme was firsaumber of replicas to install and their placement.
proposed in our work [S]. That paper, however, besides beingpefinition 1: Uncapacitated facility locationGiven the

a preliminary study, focused on mechanisms for content hgfsge seg with pair-wise distance functiod, service demand

dover only: no replication or content access were addresse/qv(j) and cost for opening a facility at(j) equal tof(v(5)),
Yu(j) € V, select a set of nodes to act as facilities so as to

I1l. BACKGROUND AND PROBLEM STATEMENT minimize the joint costC(V, A, f) of acquiring the facilities

Here, we inherit the problem of replication typical of theand servicing the demand:

wired Internet and we discuss why the dynamic nature of ) ) )
wireless networks introduces new challenges with respect (V> f) = Do LR+ Y Aupd(e(), mv(i)
the wireline counterpart. vo(j)ec Yo(j)ev

We focus onreplication and replica placemenproblems, ) ) o . .
i.e., we view content replication as a process of its owi¥herem(v(j)) € C is the facility that iscloserto v(j).

rather than a by-product of a query/caching mechanism [8]. yyhe uncapacitateb-median problem can be defined as above,
investigate a scenario involving users equipped with devicbut the numbet: of replicas to place is given as input and
offering Internet broadband connectivity as well as devicéhe cost function ignores the first additive term accounting
to-device communication capabilities (e.g., through IEEfer installation costs. For general graphs, both the above
802.11). Although we do not concern ourselves with thRroblems are NP-hard [16] and a variety of approximation
provision of Internet access in wireless networks, we rémalgorithms have been developed, which however requireagjlob
that broadband connectivity is where new content is fetch&®f extended) knowledge of the network state [6].
from (and updated). Which new problems are introduced in the context of our
In order to provide a basic description of the system, waork? (i) Node mobility introduces the problem of a dynamic
focus on content being represented biagle information graphG, requiring that the facility location problem be solved
object. The mechanisms we describe can then be extendedR@n every network topology or demand rate change. (ii) Even
multiple objects. We assume the object to be tagged withuider static topology and constant demand, solving thétfaci
validity timeand originally hosted on a server in the Internetpcation problem does not yield load balancing among nodes:
which can only be accessed through the broadband accesgh@eoptimal location of replicas inherently imposes thedieun
hinted at. We then consideraoperative network environmentof serving content to a specific and invariant set of nodes, th
composed of a set = {v(1),...,v(N)} of mobile nodes. A could be brought to energy depletion.
nodew(j) wishing to access the content first tries to retrieve Our main contribution is therefore the design of a mecha-
it from other devices; if its search fails, the node downkad nism for content placement and replication that achievad lo
fresh content replica from the Internet server and temjgrarbalancing as both the network topology and the query rate
stores it for a period of time,(;), termedstorage time For vary.



V. DISTRIBUTED MECHANISM FOR REPLICATION AND In Sec. V we employ the well-knowg? goodness-of-fit test
PLACEMENT PROBLEMS on the distribution of inter-distance between contenticagl
the baseline and the RWD case, which allows to understand

The workload experienced by a replica node is determin X X
well RWD approximates an optimal placement.

by the mechanism used by nodes to access the content thro ?;W
device-to-device communications. We identify two phases:

content query transmission, and a query reply transmissiBn Content replication
(by the replica node carrying the desired content). For the
content query transmission, we assume thafect discovery
is adopted, as typically done in the literatbrédccording

We now focus on the more general problem of the uncapac-
itated facility location, defined in Sec. Ill, where the opél

¢ foct-di d tralized ido tnumber of replicas (facilities) to be placed in the netwak i
0 pertect-discovery, nodes can access a centralize %o be determined along with their location. In particulag w
location service that returns the identity of the closesttent ant to answer the following questions

replica in terms of euclidean distance. We do not address t\ﬁe ) _ .
problem of how the centralized service is updated, save byl) Given a set ofdema_nd points t.hat exhibit a homogeneous
noting that it is certainly responsible for additional dvead query rate, what is the optimal number of content
and complexity, and that it can be managed through a separate '€Plicas that should be deployed in the network to
protocol using unicast or multicast transmissions. A qusry achleve Iqad balanm_ng? i ) .
propagated using application-driven broadcast, but ohé t 2) I§ it possible to des'gn a_Ilghtv_velght distributed al_go-
intended replica node (specified in the query) will serve the  'ithm that approximates this optimal number of replicas
content; any other replica node will discard the requessoAl in presence of a dynamic demand and time-varying
we assume that the identity of the nodes that have relayed the topology?
query is added to the query message itself. As the replicave address these questions by extending the RWD mech-
node with the desired content is reached, it will reply t@nism described in Sec. IV-A. Again, we fix the time instant
the node issuing the query through a multihop transmissiéfd, for simplicity, we drop the time dependency from our no-
process that backtracks the path from the replica node to ta&on. Let the network be described by the grépk- (V, E),
querying node, exploiting the identity of relay nodes imtgdd With [V| = N nodes deployed on an areh Also, recall that
in the query message. This backtracking, although possiélyandV \ C represent the sets of content replicas and of nodes
occurring through multiple hops, makes no use of ad hdgsuing requests, respectively.
routing protocols, as it is completely application-driven Given G and the query rate\, the uncapacitated facility
Next, we examine the challenging problem of replica placéacation problem amounts to the joint optimization of the
ment and discuss the behavior of replica nodes as a functi#mber of replicas and their locations in the network. The
of the system workload, in search of a cooperative, disteihu original RWD mechanism achieves a good approximation of

content replication strategy in presence of changing deimarthe optimal placement in mobile networks, but ignores tre co
to deploy a content replica. Now, with reference to Def. 1, we
_ define anon-uniformcost function, f(v(5)), Vv(j) € C, to
A. Replica placement deploy content replicas in the network:
We now review theRandom-Walk Diffusion (RWDhech-

anism we proposed in [5], which, given a fixed numiaer f((5) = Isv() — sl 1)

of replicas as input, can be used to approximate an Opt'%eresv(j) is the workload expressed as number of queries

placement thereof. In Sec. IV-B, we build on RWD and eXte%rved by replica node(;) during its storage time, anek, is

it to _address the joint o_ptimizati(_)n requir_ed by the fagilit ; (aference value for the workload that nodg) is willing

location problem, which is the object of this work. to support. We assume the case where all replica nodes are
According to RWD, a mobile device, hosting a contenfjing to serve the same amount of queries, although our

replica, stores it for a storage time At the end of its storage g4y can be easily extended to the case of different valfies o
time, the replica node selects with equal probability onésof sr. EQ. (1) indicates that the cost for replica nadg) grows
neighbors to store the content for the following storageager i the gap between its workload (function of the number of
Thus, content replicas roam the network by moving from ongjnsest” content consumers, hence the non-uniformity) an
node to another, randomly, at each time step the reference valuey.

As discussed in Sec. lll, at a fixed time instant, replica o repjication mechanism only involves replica nodes,
placement can be cast as the uncapacitetedian problem. hich are responsible to decide whether to replicate, hand

We thus construct a baseline replica placement, to be c®Upagy e or drop content based on local measurements of their
to that obtained with RWD, by applying the (centralized),qjoad. During storage time, the generic replica node;)
approximation algorithm in [6] in presence of various netwo ., ntsthe number of queries that it serves, i.€,;). When
deployments. the storage time expires, the replica node compaygs to

L . _ sgr. Decisions are taken as follows:
1For sake of brevity, in this work we essentially focus on ennteplication R

and gloss over the important question of content access, dsyinang li

. . ; > € replicate
perfect discovery. In our technical report [17] we exploleraative content .
access mechanisms, show their impact on replication argbprepplication if syjy —srq < —¢ drop

performance results. else hand over



wheree is a tolerance value to avoid replication/drop decisions For the perfect discovery access scheme, if a query fails

in case of small changes in the node workload. (i.e., no answer is received after 2 s), a new request isdssue
The rationale of our mechanism is the followingslf;) > up to a total of 5 times. Finally, the tolerance vatugsed in

sg, replica nodev(j) presumes the current number of conterthe replication/drop algorithm is equal to 2, unless otlisew

replicas in the area to be insufficient to guarantee the eggecstated; for all nodes, the storage timeis set to 100 s, the

workloadsg, hence the node replicates the content and hanaiser request rate s = 0.01 req/s, and the reference workload

the copies over to two of its neighbors (one each), followinigr a replica node is equal tep = 10.

the RWD placement mechanism (Sec. IV-A). The two selected

neighbors will act as replica nodes for the subsequentgorgy Results

time. Instead, ifs,; , replica nodev(j) thinks that . . . .
Su(j) < Sk, TEP! v(j) . We present the main results of our work organized in a series
the current number of replicas in the area is exceeding th

total demand, and just drops the content copy. Finally, &f thoiequestlons. Wg focus on the mobile scenario, .bUt present
3ults for a static network when the comparison is relevant

experienced workload is (about) the same as the referenc
value,v(j) selects one of its neighbors to hand over the currentl) How well does our replica placement approximate the

copy. optimal distribution? Here we assume a known number of
We stress that replication and placement are tightly rélatecontent replicas to be deployedC|=30), i.e., we consider
For example, if content demand varies in time or in spadee k-median problem discussed in Sec. lll. We measure

(e.g., only a fraction of all nodes located in a sub-zone t¢iie accuracy of our distributed replica placement mechanis
the network area issue queries), both the number of repligzging thex? goodness-of-fit test on the inter-distance between
and their location must change. Thanks to the fact thataaplireplicas, as explained in Sec. IV-A. Considering a mobile
nodes take decisions based on the measured workload, oefwork, we compute the distribution of replica nodes as
solution can dynamically adapt to a time- or space-varyirigllows: everyr seconds we take a snapshot of the network in
query rate, as will be shown by our simulation results. Whdis current state, we compute the optimal replica placentgnt

instead the content demand is constant and homogenes@dying thek-median problem through the centralized local-
our handover mechanism ensures load balancing among s$gerch algorithm in [6], and we use thé test against the

network nodes. distribution achieved by our mechanism.
In the following, we set up a simulation environment to

evaluate the behavior of our mechanism when the wireless 0.4 —4 0.1094 0 0.0221

network is both static and dynamic; also, we characteriee th

time the system takes to approximate an optimal number of 0.3

content replicas.

V. SIMULATION -BASED EVALUATION

. . _ o.lmj\/WW\/W%n
We implemented our replica placement and content repli-

cation mechanism in thes-2 simulator. For each experiment
described in the following, we execute 10 simulation rung an % 2500 5000 7500 10000
report averaged results. Our statistics are collected afte Time (s)
initial warm-up period of 500 s, fors-2 and the mobility rig 1. Temporal evolution of tha? index in a mobile scenariolq|=30
model employed in our simulations to reach a steady stat®@l =100 s).
regime.

In our simulations, which lasted for almost 3 hours of Fig. 1 shows that our scheme does an excellent good job of
simulated time (10000 s), we assume nodes to be equipggProximating the optimal replica placement. In particttize
with a standard 802.11 interface, with an 11 Mbps fixed dat@mporal evolution of the:* index suggests that our replica
transmission rate and a radio transmission range of 100 tacement mechanism is able to approximate very well the
We consider a single content, whose size is of the order ofptimal solutiorl, despite network dynamics.
KB. In our evaluation we do not simulate cellular access. We 2) Is the replication mechanism effective in reaching a

point out that all standard MAC-layer operations are sif@da 4rget number of replicas¥Ve now turn our attention to the

which implies that both queries and replies may be lost due {@capacitated facility locatiodescribed in Sec. 11l and study
typical problems encountered in 802.11-based ad hoc NESWOR o well the replication mechanism defined in Sec. IV-B

(e.g., collisions or hidden terminals). approximates the joint problem of replication and placeimen
We placeN = 320 nodes uniformly at random on a square Here we consider a scenario in which only one copy of the

areaA of 1 km?, with a resulting average node degree of aboghntent is initially present in the network and we focus om th

10 neighbors. We simulate node mobility using #tationary

random waypoint model where the average node speed is séhs shown later, the choice af has an impact on the time required for

to 1 m/s and the pause time is set to 100 s. These Settiﬁﬁgssystem to reach an ideal number of replicas and to dscéleound this
) yalue. The choice of = 2 was made after a careful analysis of our results.

are .representative, for example, of people using their kaobi SA x2 = 3 is assumed to indicate a good match between two distritaition
devices as they walk. [18].




evolution in time of the number of replicas in the system. Weontext: clearly, our mechanism cannot settle to a staticjue
omit the temporal evolution of thg? index, since our results content replica placement, nor can it stabilize on a unique
are consistent with what we have observed for the placemanimber thereof. For placement, it is not our intent to saditic
scheme without replication. assign the role of content replica to a node and deplete
Fig. 2 shows the temporal evolution of the total number afodal resources: we seek to balance the workload across all
replicas|C| for the mobile scenario, against a reference lineetwork nodes. We assume the network to have converged to
representing the optimal number of content replicas. Rigdi a steady state when the difference between the referenee val
the optimal number of content replicas amounts to solvirg tikomputed using the centralized local search algorithm hed t
uncapacitated facility location problem for a given netkvorexperimental number of replicas is within 2%.
graph. To this end, we have implemented tbentralized  Again, we consider a scenario in which only one copy of
algorithm in [6] and computed an approximation to the optim#he content is initially present in the network. Tab. Il ditates
solution over several snapshots of the network graph. Witlow convergence time (labellég) varies with the storage time
reference to Def. 1, we set a non-uniform cost to open7aand the tolerance value We also performed experiments to
facility as defined in Eq. 1. Intuitively, the cost to select atudy the impact of the network size: we have observed arlinea
node to hold a content replica is proportional to its degeee:growth of the convergence time witki. Since the storage time
highly connected node will most likely attract more demand is used to trigger replication/drop decisions, we expect to
from content consumers. see a positive correlation betweenand convergence time:
For the parameters used in our simulations, the solution Tb. Il confirms this intuition. We note that there is a trade-
the centralized algorithm indicates that the target nunadfer off between the convergence time and the message overhead:
replicas the system should reach/@s$| = 30. a small storage time shortens the convergence time at the cos
Fig. 2 indicates that the number of content replicas wef an increased number of content movements from a node
achieve with our scheme strikingly matches the target value another. As for the impact of the tolerance parameter
in steady state, the average relative error is less than 2%. our experiments indicate that a very reactive scheme would
yield smaller convergence times, at the risk of causingufesd

40 oscillations around a target value.
35¢
l . 1 TABLE I
30 K RIS BT o -"I‘\_ ,-‘I" AVERAGE CONVERGENCE TIMEtg AS A FUNCTION OF THE STORAGE TIME
250 4 7 (€ = 2) AND THE TOLERANCE FACTORe (7 = 100 S).
S 20t !

15 [T [ts®) ] [e]ts(s)]

! 20 800 0] 700
10r/ ] 100 | 1700 2 | 1700
5l Ideal ] 200 | 2300 5 | 1900

V --Our Scheme
% 2500 5000 7500 10000

Time (s) 5) What is the impact of variations in time and in space

of the content demand®/e now focus on the behavior of
Fig. 2. Temporal evolution of the number of replicas, for awwek content replication in presence of a dynamic workload. We
?°3t51t0'8p£'|”3*|w'_‘“§%§ = 1in a mobile scenarioX = 0.01, s = 10,  first examine workload variations in time. In a first phase,
’ o from time O to time 5000 s, we set the content request rate as
A = 0.01 reg/s. In a second phase, from 5000 s to the end of
3) How is the total workload shared among replica nodesthe simulation, the request rate doubles, ide= 0.02 reg/s.
As before, we study the joint placement and replication

problem and we use the extreme scenario in which the network 60
is initialized with only one content replica. Tab. | show® th —Ideal 111
25%, 50% and 75% quantiles of the workload for each replica 50ll- - -Our Scheme ll”lk J
node, aggregated over the simulation time. As expected, the ]
average load roughly matches the reference valye= 10, S a0
both in the static and mobile scenario. l {
TABLE | 30 * {
AGGREGATE WORKLOAD DISTRIBUTION FOR REPLICAS FOR A NETWORK 1
BOOTSTRAPPINGWITH|C| = 1 (A = 0.01, sg = 10, 7 = 100 S).
20 2500 5000 7500 10000
[ Percentile[ 25th [ 50th | 75th | Mean | Time (s)
Static 4 8 14 9.73
Mobile 5 8 13 9.77 Fig. 3. Temporal evolution of the number of replica nodes asec of

variations in time of the content demand, for a mobile nekw{¢*| is equal
to 30 and 53 in the first and second phase, respectively.

4) What is the convergence time of the replication mech-
anism?Convergence time should be carefully defined in our Fig. 3 shows the temporal evolution of the number of



replicas in a mobile network. The figure is enriched witlocation. To achieve these goals, we proposed a distributed

two reference values: in the first phak&| = 30, in the

lightweight scheme that approximates with high accuraey th

second phasf*| = 53. Our mechanism achieves a very goodolution obtained through centralized algorithms. We isitid
approximation of the target number of replicas: despiteenothe flexibility of our scheme when content demand varies in
mobility, not only is our scheme able to correctly determinéme and in space: our experiments underlined the ability of
the number of replicas but also their target location. As @ur approach to adapt to such variations while maintaining
consequence, the load distribution is minimally affectgdab accuracy in approximating an optimal solution.

variation in time of content demand. This result is repoited

Our next step will be to study the behavior of our scheme

Tab. 1ll, where we indicate the 25%, 50% and 75% quantile®nsidering replication and placement problems of mutipl

of the workload, and the average load per replica node.

information items, content popularity, and content sizes d

rived from actual traffic traces. We will explore alternativ

TABLE IlI
WORKLOAD DISTRIBUTION OF REPLICA NODES FOR VARIATIONS IN TIMNE
OF THE CONTENT DEMAND, IN A MOBILE NETWORK.

[ Percentile [ 25th [ 50th [ 75th [ Mean |

1st Phase| 4 8 13 9.98
2nd Phase| 5 8 13 9.98

We now turn our attention to variations in space of conte
demand: we describe the behavior of the content replication
mechanism with the following example. For the initi&l00 s
of the simulation time, content queries are issued by alesod [1]
deployed on the network are4 of size1 km?. Subsequently, %]
we select a smaller square areaf size500 m? in the bottom
left corner of 4 and instruct only nodes within that zone to
issue content queries, while all other nodes exhibit a ldck g4
interest. 5]

——x 2 on Optimal Placement over A 6
| —x 2 on Optimal Placement over o [ ]

(7]

(8]
El
[10]

.5600 7500 10000
Time (s) [11]

0 2500

Fig. 4. Temporal evolution of the? index for variation in space of the [12]
content demand, in a mobile network.

Fig. 4 compares the empirical and the approximate optin{éf]
distributions using the temporal evolution of thé index. [14]
We observe a very good match (i.e., low valug€$ over the
network aread and on the sub-area when content demand

i [15]
comes, respectively, froml for ¢ < 5000 s and« for ¢ >
5000 s. This suggests that when content demand varies in
space, our scheme allows content replicas to migrate to #He
location where the demand is higher and meet a variation in
the workload. [17]

VI. CONCLUSIONS [18]

We focused on content replication in mobile networ
where users can access content through device-to-dewice co
munications, and we addressed the joint optimization prob-
lem of (i) establishing the number of content replicas to
deploy in the network and (ii) finding their most suitable

definitions of the cost of replication that will account farre

tent access congestion in addition to the workload expegién
by a replica node. Lastly, we will relax the assumption of a
cooperative setting and analyze selfish replication withisto
akin to game theory. By modelling the system as an anti-
coordination game [19], we will extend the ideas presemed i

mis work to achieve strategy-proofness.
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