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Abstract—Performance and reliability of content access in mo-
bile networks is conditioned jointly by the number and location
of content replicas deployed at the network nodes. The endeavour
of this work is to address such an optimization problem with a
distributed, lightweight solution that handles network dynamics.
We devise a mechanism that lets nodes share the burden of
storing and providing content, so as to achieve load balancing,
and decide whether to replicate or drop the information so asto
adapt to a dynamic content demand and time-varying topology.
Simulation results show that our mechanism, which useslocal
measurements only, is: (i) extremely precise in approximating
an optimal solution to content placement and replication; (ii)
robust against network mobility; (iii) flexible in accommodating
variation in time and space of the content demand.

I. I NTRODUCTION

Research and industrial activity in the networking field
is pursuing the idea that networks should provide access to
contents, rather than to hosts. Recently, this goal has been
extended to wireless networks as well, as demonstrated by
the tremendous growth of services and applications offeredto
users equipped with advanced mobile terminals, such as the
iPhone.

The inexorable consequence of a steady increase in mobile
data traffic exerted by mobile devices fetching content fromthe
Internet is a drainage of mobile operators’ network resources
[1], [2]. A promising approach to solve this problem iscontent
replication, which has been shown to be effective in enhancing
performance and reliability of content access for end-users
(see, e.g., [3] for a survey on the topic).

In this paper, we explore the concept of content replication
in a cooperative wireless environment, where content demand
and topology are dynamically changing. Nodes can potentially
store data and serve other users through device-to-device
communications (e.g., using IEEE 802.11 or Bluetooth). We
consider that content has a validity time, after which it hasto
be discarded and a new version has to be downloaded from a
server in the Internet. Furthermore, not all users in the network
may be interested in a given content at a given time; hence,
disseminating the information to the nodes according to an
epidemic approach [9], or pushing the content to all users,
might not be desirable.

Such a scenario introduces several problems to content repli-
cation. Optimal replica placementis one of those: selecting
the location that is better suited to store content is difficult,
especially when the network is dynamic. Another prominent
issue ishow many content replicasshould be made available to

mobile nodes. Clearly, decisions on the placement and number
of replicas to be deployed in a network are tightly related
problems: intuitively, the latter introduces a feedback loop to
the former as every content replication triggers a new instance
of the placement problem.

Traditionally, the above content replication problems have
been studied through the lenses of classic Facility Location
Theory [4]. Optimal placement can be cast as theunca-
pacitatedk-medianproblem, whereas the joint optimization
of placement and number of replicas can be studied as an
uncapacitated facility locationproblem; both these problems
are NP-hard for general network topologies.

In our previous work [5], we showed preliminary results in-
dicating that a uniformly distributed replica placement can be
well approximated using distributed store-and-forward mech-
anisms, in which nodes store content only temporarily. The
endeavor of this work is to extend our previous study and target
the joint problem(i) of establishing the number of replicas to
deploy in a dynamic network and (ii) of finding their most
suitable location, so as to achieve load balancing, that is,to
let the network nodes evenly share the burden of storing and
providing content.

Instead of designing distributed approximation algorithms
of the optimal solution to facility location problems, which
either require global (or extended) knowledge of the network
[6], [7] or are unpractical [8], we extend our store-and-forward
mechanism with a distributed replication algorithm that bases
its decisions on local measurements only and aims at evenly
distributing among nodes the demanding task of being a
replica provider. As a result, we show that both optimal place-
ment and content replication can be approximated through
a lightweight, distributed scheme which adapts to different
initial distributions of replicas and to variation in time and in
space of content demand, while being robust to changes due
to network dynamics.

II. RELATED WORK

Simple, widely used techniques for replication are gossiping
and epidemic dissemination [9], [10], where the information
is forwarded to a randomly selected subset of neighbors.
Although our scheme may resemble this approach in that a
replica node hands over the content to a randomly chosen
neighbor, the mechanism we propose and the goals it achieves
(i.e., approximation of the optimal number of replicas and their
placement) are significantly different.
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Another viable approach to replication is represented by
quorum-based [11] and cluster-based protocols [12]. Both
methods, although different, are based on the maintenance of
quorum systems or clusters, which in mobile networks are
likely to cause an exceedingly high overhead. Node grouping
is also exploited in [13], where groups of nodes with stable
links are used to cooperatively store contents and share in-
formation. The schemes in [13], however, require an a-priori
knowledge of the query rate, which is assumed to be constant
in time. Note that, on the contrary, our lightweight solution can
cope with a dynamic demand, whose estimate by the replica
nodes is used to trigger replication.

Threshold-based mechanisms for content replication are
proposed in [14], [15]. In particular, in [14] it is the original
server that decides whether to replicate content or not, and
where. In [15], nodes have limited storage capabilities: if
a node does not have enough free memory, it will replace
a previously received content with a new one, only if it is
going to access that piece of information more frequently
than its neighbors up toh hops. Our scheme significantly
differs from these works, since it is a totally distributed,
extremely lightweight mechanism, which accounts for the
content demand by other nodes and ensures a replica density
that autonomously adapts to the changes in the query rate over
time and space.

Finally, we point out that the RWD scheme was first
proposed in our work [5]. That paper, however, besides being
a preliminary study, focused on mechanisms for content han-
dover only: no replication or content access were addressed.

III. B ACKGROUND AND PROBLEM STATEMENT

Here, we inherit the problem of replication typical of the
wired Internet and we discuss why the dynamic nature of
wireless networks introduces new challenges with respect to
the wireline counterpart.

We focus onreplication and replica placementproblems,
i.e., we view content replication as a process of its own,
rather than a by-product of a query/caching mechanism [3]. We
investigate a scenario involving users equipped with devices
offering Internet broadband connectivity as well as device-
to-device communication capabilities (e.g., through IEEE
802.11). Although we do not concern ourselves with the
provision of Internet access in wireless networks, we remark
that broadband connectivity is where new content is fetched
from (and updated).

In order to provide a basic description of the system, we
focus on content being represented by asingle information
object. The mechanisms we describe can then be extended to
multiple objects. We assume the object to be tagged with a
validity timeand originally hosted on a server in the Internet,
which can only be accessed through the broadband access we
hinted at. We then consider acooperative network environment
composed of a setV = {v(1), ..., v(N)} of mobile nodes. A
nodev(j) wishing to access the content first tries to retrieve
it from other devices; if its search fails, the node downloads a
fresh content replica from the Internet server and temporarily
stores it for a period of timeτv(j), termedstorage time. For

simplicity of presentation, in the following we assumeτv(j) =
τ, ∀v(j) ∈ V . During the storage time,v(j) serves the content
to nodes issuing requests for it and, possibly, downloads from
the Internet server a fresh copy of the content if its validity
time has expired. We assume that a nodev(i), which at a given
time t does not store any copy of the content and which will
later be referred to as “content consumer”, issues queries at a
rateλv(i)(t).

To achieve load balancing, at the end of the storage time
v(j) has to decide whether (1) to hand the content over to
another node, (2) to drop the copy, or (3) to replicate the
content and hand over both copies. We refer to the nodes
hosting a content copy at a given time instant asreplica
nodes, and we denote their set byC(t). Only replica nodes
are responsible for updating the content and for injecting a
new version in the wireless network.

Next, to highlight our contribution with respect to previous
work, we relate our study to the formulation of the replication
and replica placement problems typically used in the literature.
Let us fix the time instant and drop the time dependency for
ease of notation. Then, letG = (V, E) represent the network
graph at the given time, defined by a node setV and an edge
set E. C is the set of facility nodes, i.e., nodes holding a
replica. The following definition specifies the uncapacitated
facility location problem, i.e., the joint optimization ofthe
number of replicas to install and their placement.

Definition 1: Uncapacitated facility location. Given the
node setV with pair-wise distance functiond, service demand
λv(j) and cost for opening a facility atv(j) equal tof(v(j)),
∀v(j) ∈ V , select a set of nodes to act as facilities so as to
minimize the joint costC(V, λ, f) of acquiring the facilities
and servicing the demand:

C(V, λ, f) =
∑

∀v(j)∈C

f(v(j)) +
∑

∀v(j)∈V

λv(j)d(v(j), m(v(j)))

wherem(v(j)) ∈ C is the facility that iscloser to v(j).
The uncapacitatedk-median problem can be defined as above,
but the numberk of replicas to place is given as input and
the cost function ignores the first additive term accounting
for installation costs. For general graphs, both the above
problems are NP-hard [16] and a variety of approximation
algorithms have been developed, which however require global
(or extended) knowledge of the network state [6].

Which new problems are introduced in the context of our
work? (i) Node mobility introduces the problem of a dynamic
graphG, requiring that the facility location problem be solved
upon every network topology or demand rate change. (ii) Even
under static topology and constant demand, solving the facility
location problem does not yield load balancing among nodes:
the optimal location of replicas inherently imposes the burdern
of serving content to a specific and invariant set of nodes, that
could be brought to energy depletion.

Our main contribution is therefore the design of a mecha-
nism for content placement and replication that achieves load
balancing as both the network topology and the query rate
vary.
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IV. D ISTRIBUTED MECHANISM FOR REPLICATION AND

PLACEMENT PROBLEMS

The workload experienced by a replica node is determined
by the mechanism used by nodes to access the content through
device-to-device communications. We identify two phases:a
content query transmission, and a query reply transmission
(by the replica node carrying the desired content). For the
content query transmission, we assume thatperfect discovery
is adopted, as typically done in the literature1. According
to perfect-discovery, nodes can access a centralized content-
location service that returns the identity of the closest content
replica in terms of euclidean distance. We do not address the
problem of how the centralized service is updated, save by
noting that it is certainly responsible for additional overhead
and complexity, and that it can be managed through a separate
protocol using unicast or multicast transmissions. A queryis
propagated using application-driven broadcast, but only the
intended replica node (specified in the query) will serve the
content; any other replica node will discard the request. Also,
we assume that the identity of the nodes that have relayed the
query is added to the query message itself. As the replica
node with the desired content is reached, it will reply to
the node issuing the query through a multihop transmission
process that backtracks the path from the replica node to the
querying node, exploiting the identity of relay nodes included
in the query message. This backtracking, although possibly
occurring through multiple hops, makes no use of ad hoc
routing protocols, as it is completely application-driven.

Next, we examine the challenging problem of replica place-
ment and discuss the behavior of replica nodes as a function
of the system workload, in search of a cooperative, distributed
content replication strategy in presence of changing demand.

A. Replica placement

We now review theRandom-Walk Diffusion (RWD)mech-
anism we proposed in [5], which, given a fixed numberk

of replicas as input, can be used to approximate an optimal
placement thereof. In Sec. IV-B, we build on RWD and extend
it to address the joint optimization required by the facility
location problem, which is the object of this work.

According to RWD, a mobile device, hosting a content
replica, stores it for a storage timeτ . At the end of its storage
time, the replica node selects with equal probability one ofits
neighbors to store the content for the following storage period.
Thus, content replicas roam the network by moving from one
node to another, randomly, at each time stepτ .

As discussed in Sec. III, at a fixed time instant, replica
placement can be cast as the uncapacitatedk-median problem.
We thus construct a baseline replica placement, to be compared
to that obtained with RWD, by applying the (centralized)
approximation algorithm in [6] in presence of various network
deployments.

1For sake of brevity, in this work we essentially focus on content replication
and gloss over the important question of content access, by assuming
perfect discovery. In our technical report [17] we explore alternative content
access mechanisms, show their impact on replication and present application
performance results.

In Sec. V we employ the well-knownχ2 goodness-of-fit test
on the distribution of inter-distance between content replicas
for the baseline and the RWD case, which allows to understand
how well RWD approximates an optimal placement.

B. Content replication

We now focus on the more general problem of the uncapac-
itated facility location, defined in Sec. III, where the optimal
number of replicas (facilities) to be placed in the network is
to be determined along with their location. In particular, we
want to answer the following questions.

1) Given a set of demand points that exhibit a homogeneous
query rateλ, what is the optimal number of content
replicas that should be deployed in the network to
achieve load balancing?

2) Is it possible to design a lightweight distributed algo-
rithm that approximates this optimal number of replicas
in presence of a dynamic demand and time-varying
topology?

We address these questions by extending the RWD mech-
anism described in Sec. IV-A. Again, we fix the time instant
and, for simplicity, we drop the time dependency from our no-
tation. Let the network be described by the graphG = (V, E),
with |V | = N nodes deployed on an areaA. Also, recall that
C andV \C represent the sets of content replicas and of nodes
issuing requests, respectively.

Given G and the query rateλ, the uncapacitated facility
location problem amounts to the joint optimization of the
number of replicas and their locations in the network. The
original RWD mechanism achieves a good approximation of
the optimal placement in mobile networks, but ignores the cost
to deploy a content replica. Now, with reference to Def. 1, we
define anon-uniformcost function,f(v(j)), ∀v(j) ∈ C, to
deploy content replicas in the network:

f(v(j)) = |sv(j) − sR| (1)

wheresv(j) is the workload expressed as number of queries
served by replica nodev(j) during its storage time, andsR is
a reference value for the workload that nodev(j) is willing
to support. We assume the case where all replica nodes are
willing to serve the same amount of queries, although our
study can be easily extended to the case of different values of
sR. Eq. (1) indicates that the cost for replica nodev(j) grows
with the gap between its workload (function of the number of
“closest” content consumers, hence the non-uniformity) and
the reference valuesR.

Our replication mechanism only involves replica nodes,
which are responsible to decide whether to replicate, hand
over or drop content based on local measurements of their
workload. During storage timeτ , the generic replica nodev(j)
countsthe number of queries that it serves, i.e.,sv(j). When
the storage time expires, the replica node comparessv(j) to
sR. Decisions are taken as follows:

if sv(j) − sR







> ǫ replicate
< −ǫ drop
else hand over
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whereǫ is a tolerance value to avoid replication/drop decisions
in case of small changes in the node workload.

The rationale of our mechanism is the following. Ifsv(j) >

sR, replica nodev(j) presumes the current number of content
replicas in the area to be insufficient to guarantee the expected
workloadsR, hence the node replicates the content and hands
the copies over to two of its neighbors (one each), following
the RWD placement mechanism (Sec. IV-A). The two selected
neighbors will act as replica nodes for the subsequent storage
time. Instead, ifsv(j) < sR, replica nodev(j) thinks that
the current number of replicas in the area is exceeding the
total demand, and just drops the content copy. Finally, if the
experienced workload is (about) the same as the reference
value,v(j) selects one of its neighbors to hand over the current
copy.

We stress that replication and placement are tightly related.
For example, if content demand varies in time or in space
(e.g., only a fraction of all nodes located in a sub-zone of
the network area issue queries), both the number of replicas
and their location must change. Thanks to the fact that replica
nodes take decisions based on the measured workload, our
solution can dynamically adapt to a time- or space-varying
query rate, as will be shown by our simulation results. When
instead the content demand is constant and homogeneous,
our handover mechanism ensures load balancing among the
network nodes.

In the following, we set up a simulation environment to
evaluate the behavior of our mechanism when the wireless
network is both static and dynamic; also, we characterize the
time the system takes to approximate an optimal number of
content replicas.

V. SIMULATION -BASED EVALUATION

We implemented our replica placement and content repli-
cation mechanism in thens-2 simulator. For each experiment
described in the following, we execute 10 simulation runs and
report averaged results. Our statistics are collected after an
initial warm-up period of 500 s, forns-2 and the mobility
model employed in our simulations to reach a steady state
regime.

In our simulations, which lasted for almost 3 hours of
simulated time (10000 s), we assume nodes to be equipped
with a standard 802.11 interface, with an 11 Mbps fixed data
transmission rate and a radio transmission range of 100 m.
We consider a single content, whose size is of the order of 1
KB. In our evaluation we do not simulate cellular access. We
point out that all standard MAC-layer operations are simulated,
which implies that both queries and replies may be lost due to
typical problems encountered in 802.11-based ad hoc networks
(e.g., collisions or hidden terminals).

We placeN = 320 nodes uniformly at random on a square
areaA of 1 km2, with a resulting average node degree of about
10 neighbors. We simulate node mobility using thestationary
random waypoint model where the average node speed is set
to 1 m/s and the pause time is set to 100 s. These settings
are representative, for example, of people using their mobile
devices as they walk.

For the perfect discovery access scheme, if a query fails
(i.e., no answer is received after 2 s), a new request is issued,
up to a total of 5 times. Finally, the tolerance valueǫ used in
the replication/drop algorithm is equal to 2, unless otherwise
stated2; for all nodes, the storage timeτ is set to 100 s, the
user request rate isλ = 0.01 req/s, and the reference workload
for a replica node is equal tosR = 10.

A. Results

We present the main results of our work organized in a series
of questions. We focus on the mobile scenario, but present
results for a static network when the comparison is relevant.

1) How well does our replica placement approximate the
optimal distribution? Here we assume a known number of
content replicas to be deployed (|C|=30), i.e., we consider
the k-median problem discussed in Sec. III. We measure
the accuracy of our distributed replica placement mechanism
using theχ2 goodness-of-fit test on the inter-distance between
replicas, as explained in Sec. IV-A. Considering a mobile
network, we compute the distribution of replica nodes as
follows: everyτ seconds we take a snapshot of the network in
its current state, we compute the optimal replica placement, by
solving thek-median problem through the centralized local-
search algorithm in [6], and we use theχ2 test against the
distribution achieved by our mechanism.
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Fig. 1. Temporal evolution of theχ2 index in a mobile scenario (|C|=30
andτ=100 s).

Fig. 1 shows that our scheme does an excellent good job of
approximating the optimal replica placement. In particular, the
temporal evolution of theχ2 index suggests that our replica
placement mechanism is able to approximate very well the
optimal solution3, despite network dynamics.

2) Is the replication mechanism effective in reaching a
target number of replicas?We now turn our attention to the
uncapacitated facility locationdescribed in Sec. III and study
how well the replication mechanism defined in Sec. IV-B
approximates the joint problem of replication and placement.

Here we consider a scenario in which only one copy of the
content is initially present in the network and we focus on the

2As shown later, the choice ofǫ has an impact on the time required for
the system to reach an ideal number of replicas and to oscillate around this
value. The choice ofǫ = 2 was made after a careful analysis of our results.

3A χ2 ≅ 3 is assumed to indicate a good match between two distributions
[18].
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evolution in time of the number of replicas in the system. We
omit the temporal evolution of theχ2 index, since our results
are consistent with what we have observed for the placement
scheme without replication.

Fig. 2 shows the temporal evolution of the total number of
replicas|C| for the mobile scenario, against a reference line
representing the optimal number of content replicas. Finding
the optimal number of content replicas amounts to solving the
uncapacitated facility location problem for a given network
graph. To this end, we have implemented thecentralized
algorithm in [6] and computed an approximation to the optimal
solution over several snapshots of the network graph. With
reference to Def. 1, we set a non-uniform cost to open a
facility as defined in Eq. 1. Intuitively, the cost to select a
node to hold a content replica is proportional to its degree:a
highly connected node will most likely attract more demand
from content consumers.

For the parameters used in our simulations, the solution of
the centralized algorithm indicates that the target numberof
replicas the system should reach is|C∗| = 30.

Fig. 2 indicates that the number of content replicas we
achieve with our scheme strikingly matches the target value:
in steady state, the average relative error is less than 2%.
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Fig. 2. Temporal evolution of the number of replicas, for a network
bootstrapping with|C| = 1 in a mobile scenario (λ = 0.01, sR = 10,
τ = 100 s, |C∗| = 30).

3) How is the total workload shared among replica nodes?
As before, we study the joint placement and replication
problem and we use the extreme scenario in which the network
is initialized with only one content replica. Tab. I shows the
25%, 50% and 75% quantiles of the workload for each replica
node, aggregated over the simulation time. As expected, the
average load roughly matches the reference valuesR = 10,
both in the static and mobile scenario.

TABLE I
AGGREGATE WORKLOAD DISTRIBUTION FOR REPLICAS FOR A NETWORK

BOOTSTRAPPING WITH|C| = 1 (λ = 0.01, sR = 10, τ = 100 S).

Percentile 25th 50th 75th Mean

Static 4 8 14 9.73
Mobile 5 8 13 9.77

4) What is the convergence time of the replication mech-
anism?Convergence time should be carefully defined in our

context: clearly, our mechanism cannot settle to a static, unique
content replica placement, nor can it stabilize on a unique
number thereof. For placement, it is not our intent to statically
assign the role of content replica to a node and deplete
nodal resources: we seek to balance the workload across all
network nodes. We assume the network to have converged to
a steady state when the difference between the reference value
computed using the centralized local search algorithm and the
experimental number of replicas is within 2%.

Again, we consider a scenario in which only one copy of
the content is initially present in the network. Tab. II illustrates
how convergence time (labelledts) varies with the storage time
τ and the tolerance valueǫ. We also performed experiments to
study the impact of the network size: we have observed a linear
growth of the convergence time withN . Since the storage time
τ is used to trigger replication/drop decisions, we expect to
see a positive correlation betweenτ and convergence time:
Tab. II confirms this intuition. We note that there is a trade-
off between the convergence time and the message overhead:
a small storage time shortens the convergence time at the cost
of an increased number of content movements from a node
to another. As for the impact of the tolerance parameterǫ,
our experiments indicate that a very reactive scheme would
yield smaller convergence times, at the risk of causing frequent
oscillations around a target value.

TABLE II
AVERAGE CONVERGENCE TIMEtS AS A FUNCTION OF THE STORAGE TIME

τ (ǫ = 2) AND THE TOLERANCE FACTORǫ (τ = 100 S).

τ (s) tS (s)

20 800
100 1700
200 2300

ǫ tS (s)

0 700
2 1700
5 1900

5) What is the impact of variations in time and in space
of the content demand?We now focus on the behavior of
content replication in presence of a dynamic workload. We
first examine workload variations in time. In a first phase,
from time 0 to time 5000 s, we set the content request rate as
λ = 0.01 req/s. In a second phase, from 5000 s to the end of
the simulation, the request rate doubles, i.e.,λ = 0.02 req/s.
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Fig. 3. Temporal evolution of the number of replica nodes in case of
variations in time of the content demand, for a mobile network. |C∗| is equal
to 30 and 53 in the first and second phase, respectively.

Fig. 3 shows the temporal evolution of the number of
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replicas in a mobile network. The figure is enriched with
two reference values: in the first phase|C∗| = 30, in the
second phase|C∗| = 53. Our mechanism achieves a very good
approximation of the target number of replicas: despite node
mobility, not only is our scheme able to correctly determine
the number of replicas but also their target location. As a
consequence, the load distribution is minimally affected by a
variation in time of content demand. This result is reportedin
Tab. III, where we indicate the 25%, 50% and 75% quantiles
of the workload, and the average load per replica node.

TABLE III
WORKLOAD DISTRIBUTION OF REPLICA NODES FOR VARIATIONS IN TIME

OF THE CONTENT DEMAND, IN A MOBILE NETWORK .

Percentile 25th 50th 75th Mean

1st Phase 4 8 13 9.98
2nd Phase 5 8 13 9.98

We now turn our attention to variations in space of content
demand: we describe the behavior of the content replication
mechanism with the following example. For the initial5000 s
of the simulation time, content queries are issued by all nodes
deployed on the network areaA of size1 km2. Subsequently,
we select a smaller square areaα of size500 m2 in the bottom
left corner ofA and instruct only nodes within that zone to
issue content queries, while all other nodes exhibit a lack of
interest.
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Fig. 4. Temporal evolution of theχ2 index for variation in space of the
content demand, in a mobile network.

Fig. 4 compares the empirical and the approximate optimal
distributions using the temporal evolution of theχ2 index.
We observe a very good match (i.e., low valuesχ2) over the
network areaA and on the sub-areaα when content demand
comes, respectively, fromA for t ≤ 5000 s andα for t >

5000 s. This suggests that when content demand varies in
space, our scheme allows content replicas to migrate to the
location where the demand is higher and meet a variation in
the workload.

VI. CONCLUSIONS

We focused on content replication in mobile networks
where users can access content through device-to-device com-
munications, and we addressed the joint optimization prob-
lem of (i) establishing the number of content replicas to
deploy in the network and (ii) finding their most suitable

location. To achieve these goals, we proposed a distributed,
lightweight scheme that approximates with high accuracy the
solution obtained through centralized algorithms. We studied
the flexibility of our scheme when content demand varies in
time and in space: our experiments underlined the ability of
our approach to adapt to such variations while maintaining
accuracy in approximating an optimal solution.

Our next step will be to study the behavior of our scheme
considering replication and placement problems of multiple
information items, content popularity, and content sizes de-
rived from actual traffic traces. We will explore alternative
definitions of the cost of replication that will account for con-
tent access congestion in addition to the workload experienced
by a replica node. Lastly, we will relax the assumption of a
cooperative setting and analyze selfish replication with tools
akin to game theory. By modelling the system as an anti-
coordination game [19], we will extend the ideas presented in
this work to achieve strategy-proofness.
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