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Rapporteur
Prof. Christos Verikoukis University of Patras, Grèce
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Directeur de Thèse
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Abstract

Network slicing has emerged as a transformative concept in the evolution of 5G networks,

marking a significant shift in how network resources are managed and optimized. It

enables network operators to partition their physical infrastructure, from the network

edge to the data center, into multiple virtual slices. Each slice can be tailored to meet

the specific demands of different tenants, as defined by their respective Service Level

Agreements (SLAs). This capability allows for the concurrent operation of various services

with distinct Quality of Service (QoS) requirements. Efficient resource allocation among

slices and users with different SLAs and QoS requirements is a critical challenge in this

context. The increasing complexity of the problem setup, due to the diversity of services,

traffic, SLAs, and network algorithms, makes resource allocation a daunting task for

traditional model-based methods.

Traditional model-based methods have proven increasingly inadequate for addressing

this complexity. The wide variability in service types and the dynamic nature of network

conditions make it difficult for these methods to scale and adapt in real-time. As a

result, there has been a significant shift toward data-driven approaches, particularly

those leveraging Deep Neural Networks (DNNs). These methods have the potential to

learn and adapt to the intricate patterns of network behavior, promising more effective

resource allocation strategies. Nonetheless, the application of DNNs in wireless resource

allocation is filled with challenges. Unlike typical DNN applications, such as image

classification, where processing can afford some latency, the requirements for 5G networks
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are much stricter. Resource allocation decisions often need to be made within milliseconds,

particularly for tasks like resource block allocation per OFDM frame. Furthermore, the

cost of transmitting raw data across the network for centralized processing by a DNN can

be prohibitive, both in terms of latency and bandwidth consumption. This necessitates a

careful balance between the computational power of DNNs and the practical limitations of

network infrastructure, especially in edge computing environments where quick decision-

making is crucial.

To address these challenges, Distributed Deep Neural Network (DDNN) architectures

have been proposed. These architectures distribute the layers of a DNN across different

locations within the network, such as the network edge and the central cloud. This

distribution allows for localized, quick decision-making at the edge, which is essential

for maintaining low latency and reducing the communication overhead associated with

centralized processing. If the local processing by the edge-based DNN layers yields a

decision that meets the SLA requirements, the data does not need to be transmitted

to the cloud, thereby saving time and resources. If further processing is needed, the

intermediate data is forwarded to more sophisticated DNN layers in the cloud, where

more complex decisions can be made.

The DDNN architecture employs an offloading mechanism to determine whether a

decision should be made locally at the edge or if additional processing in the cloud is

necessary. We implement two different offloading mechanisms: a Bayesian confidence-

based approach and a data-driven module. The Bayesian approach uses dropout during

inference to estimate the confidence level of local predictions, allowing the system to

assess whether the decision made at the edge is likely to be accurate. If the confidence

is low, the data is sent to the cloud for further processing. The data-driven module

is trained on past decisions to classify data samples as either “remote” or “local”, and

during inference, it labels new data as either suitable for local resolution or requiring

cloud-based processing.
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In this thesis, we explore the potential of distributed Deep Neural Network (DNN)

architectures, specifically focusing on Convolutional Neural Networks (CNNs) and Long

Short-Term Memory (LSTM) networks, to address the complex challenges of resource

allocation in 5G networks. Our investigation encompasses two key areas: (i) the offline

joint training of Distributed DNNs (DDNNs), where both local and remote exits are

trained together to optimize decision-making across the network, and (ii) the development

of optimized online offloading mechanisms. To evaluate the effectiveness of our approach,

we conducted experiments using the publicly available Milano dataset. Our results are

promising: the proposed DDNN architectures were able to resolve nearly 30-40% of

resource allocation decisions at the edge of the network without incurring additional

SLA penalties. This performance is comparable to, and in some cases exceeds, that of

state-of-the-art centralized models. By reducing reliance on centralized processing, our

architecture not only enhances the efficiency of resource allocation but also mitigates the

latency and bandwidth costs typically associated with transmitting large volumes of data

to a central location.
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La segmentation de réseau (network slicing) a émergé comme un concept transformateur

dans l’évolution des réseaux 5G, marquant un changement significatif dans la manière

dont les ressources réseau sont gérées et optimisées. Elle permet aux opérateurs de réseau

de partitionner leur infrastructure physique, depuis la périphérie du réseau jusqu’au

centre de données, en plusieurs tranches virtuelles. Chaque tranche peut être adaptée

pour répondre aux exigences spécifiques de différents locataires, telles que définies par

leurs accords de niveau de service (SLA). Cette capacité permet l’exploitation simultanée

de divers services avec des exigences distinctes en matière de qualité de service (QoS).

L’allocation efficace des ressources entre les tranches et les utilisateurs avec des SLA et

des exigences de QoS différentes constitue un défi critique dans ce contexte. La complexité

croissante de la configuration du problème, due à la diversité des services, du trafic, des

SLA et des algorithmes réseau, rend l’allocation des ressources une tâche ardue pour les

méthodes traditionnelles basées sur des modèles.

Les méthodes traditionnelles basées sur des modèles se révèlent de plus en plus

inadéquates pour répondre à cette complexité. La grande variabilité des types de services

et la nature dynamique des conditions du réseau rendent difficile la mise à l’échelle et

l’adaptation en temps réel de ces méthodes. En conséquence, un changement significatif

s’est opéré vers des approches basées sur les données, en particulier celles exploitant les

réseaux de neurones profonds (DNN). Ces méthodes ont le potentiel d’apprendre et de

s’adapter aux motifs complexes du comportement du réseau, promettant des stratégies
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d’allocation des ressources plus efficaces. Néanmoins, l’application des DNNs à l’allocation

des ressources sans fil est semée d’embûches. Contrairement aux applications DNN

typiques, telles que la classification d’images, où le traitement peut tolérer un certain délai,

les exigences pour les réseaux 5G sont beaucoup plus strictes. Les décisions d’allocation

des ressources doivent souvent être prises en quelques millisecondes, notamment pour

des tâches comme l’allocation de blocs de ressources par trame OFDM. De plus, le coût

de transmission des données brutes à travers le réseau pour un traitement centralisé par

un DNN peut être prohibitif, tant en termes de latence que de consommation de bande

passante. Cela nécessite un équilibre soigneux entre la puissance de calcul des DNN et

les limitations pratiques de l’infrastructure réseau, en particulier dans les environnements

de calcul en périphérie (edge computing) où la prise de décision rapide est cruciale.

Pour relever ces défis, des architectures de réseaux de neurones profonds distribués

(DDNN) ont été proposées. Ces architectures répartissent les couches d’un réseau de

neurones profond à travers différents emplacements au sein du réseau, tels que la périphérie

du réseau et le cloud central. Cette distribution permet une prise de décision localisée et

rapide à la périphérie, ce qui est essentiel pour maintenir une faible latence et réduire les

frais de communication associés au traitement centralisé. Si le traitement local effectué

par les couches DNN basées à la périphérie permet de prendre une décision conforme aux

exigences des SLA, les données n’ont pas besoin d’être transmises au cloud, ce qui permet

d’économiser du temps et des ressources. Si un traitement supplémentaire est nécessaire,

les données intermédiaires sont transmises à des couches DNN plus sophistiquées dans le

cloud, où des décisions plus complexes peuvent être prises.

L’architecture DDNN utilise un mécanisme de déchargement (offloading) pour dé-

terminer si une décision doit être prise localement à la périphérie ou si un traitement

supplémentaire dans le cloud est nécessaire. Nous mettons en œuvre deux mécanismes de

déchargement différents : une approche basée sur la confiance bayésienne et un module

basé sur les données. L’approche bayésienne utilise le dropout lors de l’inférence pour
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estimer le niveau de confiance des prédictions locales, permettant au système d’évaluer si

la décision prise à la périphérie est susceptible d’être précise. Si la confiance est faible,

les données sont envoyées au cloud pour un traitement supplémentaire. Le module basé

sur les données est entrâıné sur des décisions passées pour classifier les échantillons de

données comme étant “distants” ou“locaux”, et lors de l’inférence, il étiquette les nouvelles

données comme étant adaptées à une résolution locale ou nécessitant un traitement basé

sur le cloud.

Dans cette thèse, nous explorons le potentiel des architectures distribuées de réseaux

de neurones profonds (DNN), en nous concentrant spécifiquement sur les réseaux de

neurones convolutifs (CNN) et les réseaux de mémoire à long terme (LSTM), afin de

relever les défis complexes de l’allocation des ressources dans les réseaux 5G. Notre

investigation couvre deux domaines clés : (i) l’entrâınement conjoint hors ligne des DNN

distribués (DDNN), où les sorties locales et distantes sont entrâınées ensemble pour

optimiser la prise de décision à travers le réseau, et (ii) le développement de mécanismes

de déchargement en ligne optimisés. Pour évaluer l’efficacité de notre approche, nous

avons mené des expériences en utilisant le jeu de données public de Milan. Nos résultats

sont prometteurs : les architectures DDNN proposées ont pu résoudre près de 30 à 40% des

décisions d’allocation de ressources à la périphérie du réseau sans entrâıner de pénalités

supplémentaires liées aux SLA. Cette performance est comparable, voire supérieure dans

certains cas, à celle des modèles centralisés à la pointe de la technologie. En réduisant la

dépendance au traitement centralisé, notre architecture améliore non seulement l’efficacité

de l’allocation des ressources, mais elle atténue également les coûts de latence et de bande

passante généralement associés à la transmission de grands volumes de données vers un

emplacement central.
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ŷkt Predicted allocation value for VNF k at time t
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Chapter 1

Introduction

The advent of 5G and the ongoing evolution towards 5G+/6G networks have catalyzed

significant architectural changes, prominently characterized by the integration of virtual-

ization and resource slicing. These innovations are essential for supporting a diverse array

of tenants, each with distinct Quality of Service (QoS) requirements and Service Level

Agreements (SLAs). The flexibility introduced by 5G networks, particularly through the

deployment of Virtual Network Functions (VNFs) at various strategic locations across

the network, creates unprecedented opportunities for data-driven optimization strategies.

These strategies are increasingly vital in addressing the intricate challenges associated

with wireless network resource allocation Fig. 1.1.

Traditionally, the optimization of critical network components, key to maintaining

service performance, has relied heavily on proprietary algorithms, heuristic methods,

and simplified models. These conventional approaches often attempt to navigate the

multi-objective, multi-variable optimization landscape by making extensive modeling

assumptions, such as the presumed knowledge of essential input parameters and station-

arity conditions. However, these assumptions frequently lead to a significant decline in

the efficacy of traditional methods, especially as the dynamic and complex nature of

modern networks becomes more pronounced. Moreover, the emergence of advanced tech-
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Figure 1.1: Resources are shared between slices in 5G

nologies within 5G networks has further complicated the application of these traditional,

model-based optimization methods.

In response to these challenges, there has been a marked shift towards adopting more

flexible, model-free algorithms derived from Machine Learning (ML) techniques. This

shift represents a fundamental change in how wireless network optimization is approached,

particularly in the context of beyond 5G networks. Among these ML techniques, deep

learning has garnered considerable attention for its potential in slice resource allocation

[1, 2, 3, 4], while reinforcement learning is being explored for its applicability in resource

orchestration [5, 6, 7]. These advanced methods offer a more dynamic and responsive

approach to optimizing network performance and resource utilization, moving beyond

the limitations of traditional models. The increased focus on data-driven methodologies

underscores the growing recognition that the complexities of modern wireless networks

require equally sophisticated optimization solutions, capable of adapting in real-time to

the evolving demands of next-generation networks.

Slice resource allocation utilizing deep learning has emerged as a prominent research

focus within the context of 5G networks, as evidenced by recent studies [6, 7, 8, 9, 10].
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In this domain, the optimization objectives are intrinsically linked to the Service Level

Agreements (SLAs) that govern the provision of network resources. These objectives

often display an asymmetric character, primarily due to the differing costs associated

with under-provisioning and over-provisioning of resources. Under-provisioning can lead

to severe consequences, including costly SLA violations and penalties paid to tenants,

while over-provisioning results in inefficient resource utilization, representing a significant

opportunity cost.

Addressing this asymmetry is crucial for developing effective deep learning-based

solutions for resource allocation. A promising approach involves training Deep Neural

Networks (DNNs) using objective functions that explicitly account for the distinct

implications of under- and over-provisioning. In particular, the research presented in [11]

identifies two pivotal strategies to optimize resource allocation within this framework: (i)

the development of predictive models designed to achieve an optimal balance between the

penalties associated with over- and under-provisioning for each network slice, and (ii) the

exploitation of inherent correlations between resource requirements and slice demands by

leveraging a centralized architecture based on Convolutional Neural Networks (CNNs).

In essence, the challenge lies in training DNNs to navigate the complex trade-offs

inherent in network resource allocation, ensuring that the models can dynamically adjust

to varying demands while minimizing the risks of both resource shortages and excesses.

By incorporating tailored penalty terms into the objective function, these approaches aim

to enhance the efficiency and reliability of slice resource allocation, ultimately contributing

to the robustness of 5G network operations.

In this context, researchers predominantly employ centralized Deep Neural Network

(DNN) architectures for network traffic prediction, leveraging historical data samples to

inform resource allocation decisions [1], [4], and [11]. However, deploying such centralized,

resource-intensive DNNs for resource management and control in 5G+ wireless networks

introduces two critical challenges that must be addressed to ensure efficient and effective

3
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operation.

• Stringent Latency Requirements: Unlike DNNs used for application layer tasks,

such as image classification, which can be offloaded to centralized computational

clouds with higher latency tolerance, many network optimization tasks, particularly

those within the Radio Access Network (RAN), demand significantly lower latencies.

For example, tasks like the allocation of RAN resource blocks among tenants or

CPU allocation for Cloud Radio Access Network (CRAN) processing require near-

instantaneous decision-making. Routing all relevant data to a centralized DNN for

processing, followed by the transmission of the resultant control signals back to the

edge components (e.g., resources for an edge Virtual Network Function (VNF)),

risks violating these stringent latency requirements. The delay introduced by such

centralized processing could undermine the responsiveness of the network, leading

to performance degradation and potential SLA violations.

• Overhead of Data Transmission: Another significant challenge is the overhead asso-

ciated with transmitting raw data across potentially congested edge and wireless

links to a centralized, deep-core network-based DNN architecture. This data trans-

mission not only increases latency but also consumes valuable bandwidth, which

could otherwise be allocated to other critical network functions. The congestion

and delays resulting from this overhead can severely impact the practicality of

implementing centralized DNN solutions in real-world 5G+ environments. The

excessive demand on network resources and the potential for bottlenecks necessi-

tate a reconsideration of how and where DNNs are deployed within the network

architecture.

In response to these challenges, there is growing interest in exploring the potential of

distributed DNN architectures. By distributing the computational load across multiple

network nodes, it may be possible to address both the latency and transmission overhead
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concerns without sacrificing the performance benefits associated with DNNs. Distributed

architectures offer the promise of maintaining the high accuracy and adaptability of

DNN-based optimization while ensuring that decision-making processes remain within the

latency and bandwidth constraints essential for 5G+ network operations. This approach

represents a crucial step towards more scalable and efficient resource management in

next-generation wireless networks.

Deep Neural Networks (DNNs) are conventionally structured as sequential layers,

with a prediction module at the final layer. However, it is feasible and often advantageous

to embed prediction modules at intermediate points within the network, thereby enabling

the inference process to terminate at these “early exits” without necessitating passage

through the entire network architecture. This design leverages the varying complexity

of input signals, recognizing that some signals can be accurately inferred with fewer

layers, thus reducing both computational overhead and latency. In such cases, predictions

can be made locally at the edge, conserving resources for simpler tasks, while more

complex signals that require deeper processing can be offloaded to cloud-based resources

for enhanced accuracy.

Although the final exit point of the network generally yields the most accurate

predictions due to the comprehensive processing involved, it also incurs significantly

higher computational costs and increased latency. Therefore, identifying an “optimal”

exit point within the DNN that strikes a balance between prediction accuracy and

computational efficiency is critical. This optimal exit point is not fixed and can vary

depending on the latent distribution of the data, the specific characteristics of the task

at hand, and the operational context. The challenge lies in the fact that, during neural

inference, the absence of ground truth complicates the real-time estimation of error rates

at each exit point, making it difficult to select the most advantageous exit for a given

inference task.
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1.1 Contributions

In the context of wireless networks, particularly where edge devices with limited computa-

tional capabilities are involved, this consideration becomes even more critical. Our focus

shifts to Distributed Deep Neural Networks (DDNNs), which strategically distribute the

layers of a DNN across various network locations. This architecture enables early exits

and local predictions at the edge when low latency or network congestion is a concern,

while still allowing for remote (cloud-based) predictions when higher accuracy is required.

To maximize the efficacy of this approach, it is necessary to jointly train both local and

remote layers of the DDNN, ensuring that each layer, whether at the edge or in the cloud,

contributes optimally to the overall performance of the network. This joint training

approach not only enhances the flexibility and responsiveness of the network but also

aligns with the broader goals of efficiency and accuracy in the dynamic environments

characteristic of modern wireless networks.

However, most existing early exit strategies are designed with a architecture that

features a single edge exit point and a central cloud, rather than incorporating multiple

early exits across computational levels, which would more accurately reflect real-world

scenarios. To the best of our knowledge, few studies have ventured into distributing a

neural network across multiple edge computing nodes in addition to the central cloud,

with the inclusion of several early exit points at the edge level. This thesis contributes

to this relatively unexplored area by proposing a novel method for distributing a DNN

across multiple edge devices and the central cloud, with the integration of multiple early

exits. For each input sample, a critical decision must be made: whether to terminate the

inference at the current exit point or to continue processing by offloading the data to the

next computational level.

A notable study that addresses multi-exit scenarios at the edge is presented in [12],

where the authors introduce an innovative distributed DNN architecture spanning various
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computational hierarchies, including the cloud, edge, and end devices. Their approach,

however, is primarily oriented towards classification tasks and utilizes an entropy-based

threshold to guide offloading decisions. In such multi-exit DNN architectures, the models

are often treated as black boxes with fixed thresholds, where input samples sequentially

encounter exit points. At each exit point, the entropy of the output is compared to a pre-

determined threshold to decide whether the inference process should terminate or continue.

Higher thresholds typically trigger earlier exits, allowing for quicker, less resource-intensive

predictions, while lower thresholds permit the sample to proceed further through the

network layers, potentially enhancing accuracy at the cost of increased computation and

latency.

The challenge lies in determining the optimal threshold for each exit point, as this

threshold is heavily influenced by the underlying distribution of the input samples, a

distribution that is usually unknown beforehand. This uncertainty complicates the

process of setting thresholds that are both effective and efficient across different tasks

and scenarios. Therefore, developing more dynamic and adaptive strategies for threshold

selection, possibly informed by analysis of data, is another novelty of this research. By

advancing beyond fixed-threshold approaches, it is possible to create more responsive

and context-aware DNNs that can better balance the trade-offs between computational

efficiency and prediction accuracy in distributed edge-cloud environments.

The primary objective of this thesis is to introduce, develop, and rigorously analyze

a distributed architecture tailored to address the complex challenges of data-driven

edge resource allocation. This research highlights the versatility and efficacy of our

approach by implementing and evaluating two prominent Deep Neural Network (DNN)

architectures: Convolutional Neural Networks (CNNs) and Long Short-Term Memory

(LSTM) networks. By leveraging these architectures, we aim to provide a robust solution

to optimize resource allocation in edge computing environments.

Training a multi-exit model within this distributed framework presents several key
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challenges, including the optimal placement of exit points, the design of the exit branches,

and the development of effective training strategies for these intermediate exits. Each

of these factors plays a critical role in ensuring that the model can make accurate and

efficient decisions at various stages of the inference process. Additionally, evaluating

the performance of such multi-exit models is particularly challenging due to the need

to balance computational efficiency with prediction accuracy, especially in dynamic,

resource-constrained environments.

A secondary objective of this thesis is to extend our distributed architecture to address

multi-edge resource allocation problems, further emphasizing the adaptability of our

methodology. This extension involves the introduction and training of the architecture

and also analysis of its performance across different edge computing scenarios.

Our main contributions are outlined as follows:

• (Architecture) We propose and train Distributed Deep Neural Network (DDNN)

architectures specifically designed to address the complexities of optimizing resource

allocation among distinct slices within 5G wireless networks. Our architecture is

strategically structured to balance the computational demands between the network

edge and the central cloud, thereby enhancing both efficiency and scalability. The

architecture is composed of two key components:

– Shallow DNN with Local Exit: The first component is a shallow DNN, consist-

ing of a small number of units, positioned at the network edge. This shallow

DNN is equipped with a “local exit”, a prediction layer that enables rapid

inferences directly at the edge. This design allows for quick decision-making,

particularly for less complex tasks, thereby reducing the latency and bandwidth

consumption typically associated with transmitting data to the cloud.

– Heavy-Duty DNN with Remote Exit: The second component is a more

extensive and computationally intensive DNN, situated within the central
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cloud. This heavy-duty DNN includes a “remote exit”, which processes the

intermediate output from the edge network. The central cloud is responsible

for handling more complex samples that require deeper inference, ensuring

that the most accurate predictions are made when necessary.

Furthermore, we extend this architecture by introducing a novel distributed DNN

framework that incorporates multiple separate edge exits. Each edge exit is associ-

ated with a distinct shallow DNN at the network edge, each equipped with its own

“local exit” to facilitate rapid local inferences tailored to the specific demands of

different slices or tasks. This distributed approach allows for even greater flexibility,

as it enables the network to make localized decisions based on real-time data, while

still leveraging the powerful processing capabilities of the central cloud for more

demanding tasks.

The central cloud’s role in this architecture is to aggregate the outputs from the

various edge networks, processing them through a more comprehensive set of units

to produce high-confidence predictions at its “remote exit”. This design ensures

that the network can efficiently manage the trade-offs between computational load,

latency, and prediction accuracy, making it particularly well-suited for the dynamic

and diverse requirements of 5G wireless networks.

• (Offline Optimization) We emphasize the critical importance of fine-tuning the joint

training hyperparameters for both local and remote exits in our DDNN architecture.

The primary objective of this optimization process is to achieve a delicate balance

between two key goals: enabling the local layers at the network edge to make a

significant number of accurate allocation decisions independently, and ensuring that

these local layers generate rich, informative features that can be effectively utilized

by the remote layers in the central cloud.

This balance is crucial for the overall performance of the network. On the one
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hand, the local layers need to be sufficiently empowered to handle a substantial

portion of the decision-making process directly at the edge, which reduces latency

and conserves bandwidth by minimizing the need to offload tasks to the cloud. On

the other hand, when more complex or higher-accuracy decisions are required, the

remote layers must be able to leverage the features produced by the local layers to

refine and enhance these decisions.

• (Online Optimization) We propose an optimized offloading mechanism that intelli-

gently learns to “hand-pick” specific samples which would gain significant benefit

from additional processing in the cloud, thus justifying the associated communica-

tion and latency costs. This decision-making process occurs at the edge, before any

data is actually transmitted to the cloud. The mechanism is trained on historical

data samples, aiming to closely approximate the performance of an oracle in making

these offloading decisions.

– Heuristic Confidence-Based mechanism: To address the offloading decision for

regression-like tasks, we introduce a heuristic rule designed to estimate the

uncertainty of predictions at the local exit. This rule applies random dropout

during multiple forward passes in the inference phase, creating a measure of

uncertainty that guides the decision on whether to retain the decision locally

or offload it to the remote cloud layers. The underlying principle is to offload

only when the remote exit’s additional processing is likely to sufficiently reduce

SLA costs, making the extra latency and communication overhead worthwhile.

This approach functions as a form of unsupervised learning, where the system

assesses confidence levels to inform offloading decisions.

– Optimized mechanism: In contrast to the heuristic approach, we adopt a more

systematic and data-driven method for offloading decisions. This optimized

mechanism leverages the known transmission costs between the edge and the

cloud, framing the offloading decision as a binary classification problem. The
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objective of this classifier is to determine whether engaging the remote cloud

layers will result in a meaningful performance improvement that justifies the

additional overhead. This classifier is trained after the DDNN has undergone

its offline optimization phase, during which the local and remote costs are

known. This method represents a form of supervised learning, where the

classifier is explicitly trained to distinguish scenarios in which cloud-based

processing offers a tangible advantage over local decision-making.

Our comparative analysis reveals that the proposed optimized offloading mechanism

consistently outperforms the previously suggested heuristic approach. The opti-

mized mechanism tries to mimic an oracle for this task, leading to better resource

management and improved adherence to SLA requirements.

1.2 Related Work

The problem of resource allocation for network slicing has been approached from multiple

perspectives, including Deep Neural Network (DNN)-based methods [11], [13], and

stochastic control techniques [14]. In addition, network slicing has proven to be a fertile

ground for the application of other data-driven methodologies, such as online convex

optimization [15], [16], [17]. More recently, reinforcement learning [5], [18] has been

applied to the challenge of resource orchestration, further expanding the toolkit available

for addressing this complex problem.

Among the emerging approaches, the concept of Distributed Deep Neural Networks

(DDNNs) with early exits [12], [19], [20], [21], [22] stands out as a promising research

direction that remains largely under-explored. A critical consideration in these architec-

tures is the amount of information that needs to be transmitted to the remote layers, as

this directly impacts both latency and energy efficiency. Recent studies have proposed

systematic methods for compressing the data sent towards the cloud, such as dynamically
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adjusting the transmitted features based on current network conditions [23], [22], [24].

These strategies aim to optimize the trade-off between communication overhead and

inference accuracy.

An innovative approach was proposed in [25], where a DDNN architecture featuring

multiple early exits was analyzed. The authors assumed that the accuracy of early exits

improves with the addition of more layers and formulated the offloading mechanism

as an online learning problem, achieving regret guarantees. This method highlights

the potential for optimizing offloading decisions in distributed DNNs, particularly in

environments where balancing computational load and inference precision is crucial.

The foundational work that first sparked interest in splitting DNN layers between the

edge and the cloud was conducted in [26]. Through extensive laboratory experiments, it

was demonstrated that placing certain layers of a DNN at the user device while others

reside in the cloud can offer substantial benefits. However, this pioneering study did not

consider the inclusion of early exits for local sample resolution. Nevertheless, it provided

valuable insights into the latency and energy implications of different wireless technologies

(such as 3G, LTE, and WiFi) and processing units (CPU and GPU). These findings

have laid the groundwork for subsequent research into optimizing distributed DNN

architectures for enhanced performance in network slicing and other related applications.

Recent research on Distributed Deep Neural Networks (DDNNs) has largely con-

centrated on classification problems [27], [28], with the study in [12] being a pivotal

contribution that introduced DDNNs within the context of image classification. The

core principle of DDNNs involves the strategic distribution of DNN layers across various

geographical locations, enabling decisions to be made either locally or remotely based on

latency and accuracy constraints. However, applying this concept to regression-based

challenges, such as resource allocation, presents significant new difficulties. In particular,

it requires the development of reliable decision mechanisms to assess whether transmitting

samples to the cloud for further processing is cost-effective when considering latency
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and communication costs, a determination that in our work is governed by an optimized

offloading mechanism.

In contrast to the classification focus in [12], [29], and [30], our research addresses a

fundamentally different machine learning task: multivariate time series prediction. This

shift introduces the need for substantially different and less intuitive offloading policies

to handle the complexities of time series data. Our work diverges from the study in

[12] in several critical ways: (i) two different DNN architectures, (ii) a confidence-based

offloading mechanism that employs dropout at the local exit during inference, and (iii)

an optimized offloading mechanism based on supervised learning. Finally, and more

comprehensively, (iv) we establish two baselines, Random and Oracle, to provide a better

understanding of the offloading policy’s efficacy.

These key differences underscore the distinct challenges and innovations in our

approach to DDNNs for multivariate time series prediction. By exploring these novel

offloading mechanisms and comparing them against established baselines, we aim to

provide a deeper understanding of how to effectively manage the trade-offs between

accuracy, latency, and communication costs in the context of distributed neural networks

for resource allocation.

The authors in [11] employed a centralized 3D-CNN model to predict the resources

required by network slices associated with base stations (BSs) to mitigate the risks of both

under- and over-provisioning. They demonstrated that regression-like problems in resource

allocation can be effectively addressed by training popular DNN architectures with an

objective function that carefully balances under- and over-provision terms. Building

on this, recent work in [31] has explored a distributed adaptation of the architecture

proposed in [11], incorporating a 3D-CNN for slice resource allocation. This adaptation

introduces an uncertainty-based rule for the offloading mechanism, which allows for local

inference exits, thereby enhancing the efficiency of the decision-making process.

Our work introduces several novel contributions that distinguish it from the approaches
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presented in [11] and [31]:

• Performance Benefits: We demonstrate significant in both latency and allocation

costs.

• Optimized Offloading Mechanism: We develop an offloading mechanism based on

supervised learning, designed to optimize the decision of whether to process data

locally or offload it to the cloud.

• Establishment of Baselines: To provide a comprehensive evaluation of our offloading

policy, we establish two critical baselines: Random Baseline: This baseline repre-

sents a control scenario where offloading decisions are made without any informed

strategy. Oracle Baseline: This idealized baseline assumes perfect knowledge,

representing the best possible performance, and serves as a benchmark to gauge

the effectiveness of our proposed mechanism.

• Implementation of a DDNN Based on Recursive DNN and CNN Architectures: We

implement DDNNs based on both a recursive DNN architecture and a Convolutional

Neural Network and showing the generality of the method.

• Multiple Early Exits: We implement some models that incorporate multiple early

exits, representing a more practical model.

These innovations collectively contribute to a more robust and efficient approach to

resource allocation in 5G networks, extending the capabilities of DDNNs beyond the

frameworks previously explored in [11] and [31]. By integrating offloading mechanisms

and leveraging multiple early exits, our work provides a clearer understanding of the

trade-offs involved in distributed inference and offers solutions for optimizing performance

in complex network environments.
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1.3 Outline of the Thesis

The outline of this thesis is organized as follows:

• Chapter 2 (Data-driven Resource Allocation): This chapter introduces the problem

setup, detailing the challenges of resource allocation in 5G networks and the

motivation for employing data-driven methodologies to overcome these complexities.

• Chapter 3 (Proposed Distributed Deep Neural Network): In this chapter, we

elaborate on the design and implementation of the proposed DDNN architectures,

focusing on the integration of early exits and the specific adaptations that make

the architectures suitable for efficient resource allocation.

• Chapter 4 (Joint Training and online Inference): This chapter explores both the

offline joint training process and the online inference mechanisms. It outlines

the strategies and methodologies for optimizing local and remote exits in DDNN

architectures, focusing on efficient training processes. Additionally, it presents the

developed and optimized offloading mechanisms that enable real-time, effective re-

source allocation decisions, ensuring both local and remote exits function cohesively

for optimal performance.

• Chapter 5 (Performance Evaluation): In this chapter, the proposed architectures

are validated using real-world traffic data. The chapter provides a detailed analysis

of performance metrics, including latency, resource allocation costs, along with

comparisons to baseline models.

• Chapter 6 (Future Work and Conclusions): This final chapter summarizes the main

findings of the study, discusses potential future research directions, and concludes

with final remarks on the implications of our work for distributed resource allocation

in wireless networks.





Chapter 2

Data-driven Resource Allocation

This chapter outlines the application of centralized Deep Neural Networks (DNNs) to

slice resource allocation, focusing on how these architectures can be effectively used to

predict traffic demand and optimize resource allocation. In the following chapter, we will

explore the feasibility of distributing and training this architecture across edge locations,

assuming these locations possess the necessary computational capabilities to support

such operations.

To begin, we discuss how DNNs can be effectively applied for traffic demand prediction.

By leveraging historical network traffic data, DNNs are capable of learning patterns

in traffic behavior, enabling accurate predictions of future demand. These predictions

are crucial for optimizing resource allocation across network slices, enabling proactive

management of network resources.

Following this, we discuss the selection of objective functions tailored to address the

challenges of over- and under-provisioning in resource allocation. The objective function

plays a key role in balancing the trade-offs between under-provisioning, which may lead to

SLA violations and associated penalties, and over-provisioning, which results in inefficient

use of resources. We discuss how to design an objective function that integrates both

these cost factors, ensuring that the network can adaptively allocate resources in a way
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that minimizes inefficiencies while maintaining service quality.

2.1 Slice Resource Allocation with DNN

We assume a network infrastructure scenario in which a provider hosts multiple network

slices, each consisting of various Virtual Network Functions (VNFs). In this setup, we

will associate each VNF with a discrete-time signal or time series, representing the

computational resources required by these VNFs, such as CPU, memory, and bandwidth.

Let the set of VNFs be denoted as K = {1, ...,K} and and the resource demand of VNF

k at time t be represented by dkt . To effectively manage resources, we maintain a history

of the previous N traffic samples for each VNF. Our objective is to leverage the history

of past demands to make efficient, real-time resource allocation decisions for all K VNFs

using a DNN-based architecture.

In the subsequent sections, we will proceed with the assumption that a DNN-based

framework is employed to allocate resources across the set of K network functions. It is

crucial to emphasize that our primary objective is not to precisely align these resource

allocations with the future, as yet unknown, demand of the VNFs. Instead, the focus is

on achieving a balanced trade-off between the costs associated with under-provisioning,

which could lead to SLA violations, and over-provisioning, which results in resource

wastage. We formulate the DNN-based resource allocation problem as follows:

ŷkt = F(dkt,N ;θ), (2.1)

where dkt,N is the input to the DNN, defined as dkt,N = {dkt−N , . . . , dkt−1}, which represents

the last N traffic samples for VNF k ∈ K prior to time t. Here, N denotes the size of

the input vector, which remains fixed during the model training process. The function

F(·;θ) represents the DNN, serving as an approximation function parameterized by θ,

the vector of model parameters (i.e., weights of the DNN). The output, ŷkt , is the DNN’s

18



Chapter 2. Data-driven Resource Allocation

Input

.

.

.

dK

d1
VNF 1

VNF K

z

FC
Remote 

Exit

Local (Edge)

Remote (Cloud)

Figure 2.1: Centralized DNN Schemes

forecast for the resource demand of network element k at time t, intended to balance

the trade-off between the costs of under- and over-provisioning against the expected

(unknown) demand dkt at that time. Such a DNN network is illustrated in Fig. 2.1.

2.2 Objective Function for Slice Resource Allocation

In the realm of standard traffic forecasting, the objective is to predict traffic at a given

time t based on a series of past N traffic samples, with the aim for the predicted value

ŷt to closely approximate the actual traffic dt. This is traditionally achieved through

training a DNN with a least squares objective function.

In standard traffic forecasting, the primary goal is to predict the traffic at a given
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time t based on a series of past N traffic samples. Specifically, the objective is for the

predicted value ŷt to approximate the actual traffic dt as closely as possible. This can be

accomplished by training a DNN using a least squares objective function, which minimizes

the difference between the predicted and actual values [32], [33].

In such a forecasting problem, the input consists of the past N traffic samples,

denoted as dt,N = {dt−N , . . . , dt−1}, and the aim is for the DNN to generate a prediction

ŷt that closely matches the true traffic value dt. The training process involves optimizing

the DNN’s parameters by minimizing the least squares loss function, which effectively

penalizes large deviations between ŷt and dt, thus improving the model’s accuracy over

time.

f(ŷt, dt) = (ŷt − dt)
2. (2.2)

As previously discussed, the standard objective in traffic prediction is to forecast a

value that is as close as possible to the actual value, without concern for whether the

predicted value is higher or lower than the real demand. However, a key distinction in

our work is that the predicted traffic demand is not an end in itself; it directly informs

the allocation of resources to network elements. In this context, the direction of error,

whether the predicted traffic is more or less than the actual traffic, becomes critical.

If the predicted traffic ŷt is less than the actual demand dt, this results in under-

provisioning, where insufficient resources are allocated to the corresponding network

element. Under-provisioning (ŷt < dt) risks violating the Service Level Agreement (SLA)

with the network slice tenants, leading to potential service disruptions. On the other hand,

if the predicted traffic ŷt exceeds the actual demand dt, this results in over-provisioning

(ŷt > dt). While over-provisioning may keep the tenants satisfied, it leads to inefficiencies

by allocating more resources than necessary, wasting valuable network capacity (Fig. 2.2).

To address these asymmetrical costs, our approach seeks to design an objective

function that specifically minimizes the risks of under-provisioning while also reducing
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Figure 2.2: Under- and Over-provisioning

the extent of over-provisioning. Unlike conventional models that treat prediction errors

symmetrically, our model tailors the DNN to prioritize avoiding SLA violations (under-

provisioning), while also optimizing resource efficiency by minimizing over-provisioning.

In [11], the authors introduce the following objective function for resource allocation:

f(ŷt, dt) =


c− ϵ · (ŷt − dt) if (ŷt − dt) ≤ 0

c− 1
ϵ · (ŷt − dt) if 0 < (ŷt − dt) ≤ ϵ · c

(ŷt − dt)− ϵ · c if (ŷt − dt) > ϵ · c,

(2.3)

where ϵ is a small constant introduced to facilitate the effective operation of the Stochastic

Gradient Descent (SGD) algorithm during the training of the DNN. The constant c

serves as a penalty factor, designed to discourage under-provisioning. Additionally,

the linear penalty in the function addresses over-provisioning, seeking to minimize the

allocation of excess resources. This objective function captures the asymmetry between

under-provisioning and over-provisioning costs, ensuring that the DNN adjusts resource

allocation to strike an optimal balance. This function is visualized in Fig. 2.3

The authors in [31] propose the following objective function:
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Figure 2.3: Objective function in Eq. (2.3)

f(ŷt, dt) =


c+ c1 · (ŷt − dt)

2 if (ŷt − dt) ≤ 0

c− 1
ϵ · (ŷt − dt) if 0 < (ŷt − dt) ≤ ϵ · c

(ŷt − dt)− ϵ · c if (ŷt − dt) > ϵ · c

(2.4)

This function introduces a quadratic penalty, c1 · (ŷt − dt)
2, for under-provisioning,

thereby intensifying the penalty as the gap between predicted and actual demand increases.

The quadratic term ensures that under-provisioning is penalized more severely than over-

provisioning. The other terms, similar to previous formulations, address over-provisioning,

with a linear penalty for moderate overestimations and a flat cost for extreme over-

provisioning beyond a threshold ϵ · c. This approach is designed to prioritize preventing

under-provisioning while maintaining resource efficiency. The structure of this objective

function is visualized in Fig. 2.4, illustrating how penalties are assigned based on the

difference between predicted and actual traffic demands.

Without loss of generality, we will adopt the following objective function:

f(ŷt, dt) =


c1 · (ŷt − dt)

2 if (ŷt − dt) ≤ 0

c2 · (ŷt − dt) if (ŷt − dt) > 0,

(2.5)
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Figure 2.4: Objective function in Eq. (2.4)

Figure 2.5: Objective function in Eq. (2.5)

where SLA violations (under-provisioning) are penalized quadratically, reflecting

the severe consequences of under-provisioning, while the “opportunity cost” of over-

provisioning, i.e. wasted resources, incurs a linear penalty (e.g., reflecting the money

that another tenant would be willing to pay per unused resource unit). This formulation

emphasizes avoiding under-provisioning by applying a heavier penalty when the predicted

traffic ŷt falls below the actual demand dt, while still accounting for the inefficiencies

of over-provisioning. This objective function is depicted in Fig. 2.5, illustrating the

non-symmetric treatment of under- and over-provisioning costs.
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It is important to note that our architecture is flexible and can accommodate various

non-symmetric objective functions, similar to those presented in [11] and [31]. Our

algorithms are orthogonal to the specific training objective function used, meaning

they are adaptable and can function effectively regardless of the particular cost model

employed.



Chapter 3

Proposed Distributed Deep Neural

Network

A significant limitation of centralized DNNs lies in their inability to effectively address sev-

eral critical factors that are essential in modern network environments. First, centralized

DNNs introduce substantial latency due to the round-trip communication between the

edge devices, where data is generated, and the cloud, where computations are performed.

This latency can negatively impact real-time decision-making, which is especially crucial

in latency-sensitive applications.

Second, the large volume of data that must be transmitted from the edge to the

cloud can strain network bandwidth and lead to increased communication costs. In

scenarios where massive amounts of real-time traffic data need to be processed this data

transmission can create bottlenecks and slow down overall system performance.

Finally, there are significant privacy concerns associated with sending sensitive or

proprietary data to a centralized cloud for processing. When data is transmitted over

potentially insecure networks, the risk of data breaches or unauthorized access increases,

raising concerns about data protection.

To address these challenges, we propose a distributed DNN architecture that strategi-
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cally partitions the computational workload between the edge and the cloud. By enabling

localized processing at the edge, the system can handle certain tasks immediately without

requiring a full round-trip to the cloud, thereby reducing latency and improving the

responsiveness of the system. Moreover, the reduction in data transmission lowers both

bandwidth usage and communication costs, making the system more efficient and scalable

for handling large volumes of data.

Additionally, by keeping sensitive data at the edge and limiting the amount of

information sent to centralized servers, this approach enhances privacy protection. By

processing data locally when possible, the system mitigates the risks associated with

transferring sensitive information across the network, thereby addressing privacy concerns

and improving data security.

In summary, this distributed DNN approach not only improves system efficiency and

reduces latency but also offers a more privacy-conscious solution, making it particularly

well-suited for modern, dynamic network environments that demand real-time, secure,

and efficient decision-making.

3.1 System Model

To overcome the challenges and limitations associated with centralized DNNs, we have

adopted a distributed DNN approach, which leverages the computational capabilities

of edge computing. We assume that while edge devices can handle a portion of the

DNN’s computational workload, they may not have the capacity to process the entire

model. Nevertheless, this setup enables the edge to make immediate and valid resource

allocation decisions using its early exit feature. This architectural approach necessitates

the partitioning of the DNN across two geographically distinct locations: the edge,

where preliminary processing occurs, and the remote cloud, which handles more complex

computations when necessary.

The core principle behind this distributed framework is based on the trade-off between
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latency, communication costs, and decision accuracy. For certain network traffic samples,

the allocation of resources via the cloud-based DNN layers incurs a higher overall cost

compared to making an immediate allocation decision at the edge. This cost differential

stems from the extra expenses that the network operator incurs when transmitting data

across the wireless channel to the cloud. Specifically, two distinct types of costs must be

considered in this scenario.

First, there is the cost associated with suboptimal resource allocation, particularly in

terms of under-provisioning or over-provisioning. Under-provisioning can lead to service

degradation and potential SLA violations, while over-provisioning results in resource

inefficiencies, as excess computational resources are allocated without corresponding

demand. Both of these conditions are financially detrimental to network operators,

making it critical to achieve a balance between meeting traffic demand and minimizing

wasted resources.

Second, there is the cost linked to the communication overhead required for engaging

with the cloud-based DNN. This communication cost includes the additional latency

introduced by transmitting features from the edge to the cloud and waiting for the

resource allocation decision to be relayed back to the edge device. This latency not only

affects the timeliness of decision-making but also impacts user experience and overall

network performance. Additionally, the communication cost itself refers to the operational

expenses incurred in sending and receiving data over the network, which can scale up

significantly as the volume of data increases.

In light of these factors, our approach aims to optimize the balance between using

local edge resources for immediate decision-making and deferring to the cloud for more

complex tasks that may require higher accuracy but come at the cost of increased latency

and communication overhead. This trade-off will be examined in greater detail in the

performance evaluation section, where we quantify the impact of these costs on the

overall performance of the distributed DNN architecture. Through this analysis, we will
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demonstrate how the distributed approach can outperform traditional centralized models

in terms of both resource efficiency and latency.

3.2 DDNN with One Local Exit

In our problem formulation for a 5G network scenario, we consider a set of VNFs, each

of which requires specific computational resources such as CPU, memory, and bandwidth

to fulfill the SLAs of its users. At any given time t, a VNF demands a particular amount

of these resources, denoted as dkt , where k refers to the specific VNF. To manage these

demands effectively, we track the historical demand values dkt,N , which represent the past

N traffic samples for each VNF. These demand samples are often random and potentially

non-stationary due to the dynamic nature of network traffic, making prediction and

resource allocation challenging.

The historical demand vector dkt,N is then input into a DDNN, which is tasked with

determining the appropriate resource allocation for each VNF at time t, represented as

ŷkt . Unlike traditional DNN models, the DDNN architecture is designed to handle the

distributed nature of the network, with computation spread across both edge and cloud

locations, thereby offering flexibility through local exits.

The operational behavior of the DDNN can be encapsulated in the following equation:

(ŷkL,t, ŷ
k
R,t) = F(dkt,N ;θDDNN), (3.1)

where F(·;θDDNN)) represents the approximation function of the DDNN, and θDDNN

denotes the parameters of the model learned during the training process.

This DDNN architecture diverges from traditional models such as the one described

in Eq. (2.1) by incorporating a dual-output feature. The network produces two distinct

outputs: ŷkL,t, which corresponds to the local exit, and ŷkR,t, which corresponds to the

remote exit in the cloud. This dual-output mechanism reflects the distributed computation
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across the edge and the cloud, where immediate decisions can be made locally to minimize

latency, while more complex, resource-intensive decisions can be deferred to the cloud for

higher accuracy. The flexibility of this design allows the system to dynamically balance

the trade-offs between resource efficiency, response time, and decision accuracy based on

network conditions and demand requirements.

The DDNN architecture is depicted in Fig. 3.1, highlighting its dual-level structure

that spans both edge and cloud resources. This architecture incorporates an initial,

compact DNN module positioned at the network edge, designed to execute local resource

allocation decisions with minimal latency. The output of this local computation is then

forwarded to a more comprehensive DNN module located remotely, enabling further
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refinement of the decision-making process.

The local allocation decision is formulated as follows:

ŷkL,t = FL(d
k
t,N ;θL), (3.2)

where FL(·;θL) represents the function of the local DNN layers, and θL denotes the

corresponding parameters. The input to this local DNN module is the historical demand

vector dkt,N , which encapsulates the traffic patterns of VNF k. After processing this input,

the local DNN produces an output, denoted as zkt , which represents an intermediate

feature vector used for further decision-making (illustrated in Fig. 3.1).

Next, this output zkt is transmitted to a secondary, more extensive DNN module,

typically located remotely from the edge, such as at a Base Station (BS) or in the

cloud. This module performs additional computations to make a more informed resource

allocation decision. The remote decision is expressed as:

ŷkR,t = FR(z
k
t ;θR), (3.3)

where FR(·;θR) represents the function of the DNN layers in the remote module, and

θR are the parameters specific to this remote section of the DDNN. The feature vector

zkt , produced by the local DNN, serves as the input to this larger, more computationally

intensive module, enabling the DDNN to refine the initial allocation decision made at

the edge.

This hierarchical architecture demonstrates how the DDNN processes data in stages,

allowing for both fast, localized decision-making and more complex, cloud-based processing

when necessary.
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3.2.1 Local Exit

In a DDNN, the local exit is part of the initial layers of the neural network that are

situated at the network edge. It provides an early decision-making capability, allowing

the system to process data locally and rapidly when the complexity of the task does not

necessitate offloading to the remote cloud.

Without loss of generality, the local component of our DDNN is designed with a single

DNN block, which reflects its simplicity compared to the larger, more computationally

demanding remote component. During the training phase (offline mode), the output

from this block, denoted as zkt , is sent both to the local Fully Connected (FC) block and

to the remote layers, as illustrated in Figs. 3.1 and 4.1. This simultaneous routing allows

the DDNN to optimize the balance between local and remote processing during training.

In the inference phase (online mode), the intermediate output zkt is passed through an

offloading decision block, which evaluates whether the processing should continue locally

within the FC block or if the data should be transmitted to the more complex remote

layers for further processing, as shown in Fig. 4.1.

The result of processing by the local FC block, known as the local prediction or local

exit inference, is represented by ŷkL,t. This local prediction enables the DDNN to make

rapid resource allocation decisions at the edge without incurring the additional delay and

communication overhead associated with sending data to the remote cloud. Thus, the

local exit feature is instrumental in enhancing the overall efficiency and responsiveness of

the DDNN, especially in scenarios where real-time decision-making is critical.

3.2.2 Remote Exit

In a DDNN, the remote exit refers to the component of the architecture that is typically

located in a central cloud or on a server with significantly more computational resources

than the edge. This remote exit allows the network to handle more complex processing

tasks that may exceed the capabilities of the local layers.
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Without loss of generality, the remote component of our DDNN consists of three

DNN blocks, followed by a series of four Fully Connected (FC) blocks. The first three FC

blocks are structured with 128, 64, and 32 hidden neurons, each utilizing the Rectified

Linear Unit (ReLU) activation function. These layers are designed to progressively reduce

the dimensionality and complexity of the input, thereby refining the features extracted

from the intermediate signal zkt , which originates from the local exit. The sequence

concludes with a linear FC block, which integrates the processing results and produces

the final output decision.

The intermediate signal zkt , produced at the local exit, serves as the input for the

remote processing blocks, as depicted in Figs. 3.1 and 4.1. Once processed by the remote

layers, the output is termed the remote prediction or remote exit inference, denoted by

ŷkR,t. This remote prediction is often used in cases where the local processing is insufficient

for making an accurate decision, or when higher precision is required.

By leveraging the greater computational capacity available in the remote layers, the

DDNN can handle more intricate computations and optimize resource allocation decisions

that require deeper analysis. The remote exit, therefore, complements the local exit

by providing a higher level of decision refinement, albeit with additional latency and

communication overhead. This hierarchical processing structure, combining both local

and remote exits, enables the DDNN to achieve a balance between real-time responsiveness

and computational accuracy.

3.3 DDNN with multiple Local Exits

The DDNN with multiple local exits extends the single local exit architecture by in-

corporating two or more parallel local components, each responsible for processing

different portions of the data. This parallelization allows for faster and more distributed

decision-making. By handling subsets of the data simultaneously, the system can make

more efficient resource allocation decisions, particularly in large-scale or high-traffic
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environments.

To the best of our knowledge, the utilization of local components in this parallel

manner, where multiple local exits process different segments of the data independently

during inference, has not been previously explored. For example, two local components

might each handle half of the data, or four exits might each process a quarter. While

prior research on model distribution for inference has focused on distributing exits along a

computational hierarchy, with consecutive exits positioned between layers of computation

[34], the parallel distribution of local exits introduces a novel approach. Additionally,

much of the previous work has focused on distributing the training process, which is

outside the scope of this research.

The architecture of a DDNN with multiple local exits can be described by the following

equation:

(ŷkL1,t, ŷ
k
L2,t, ŷ

k
R,t) = F(dkt,N ;θDDNN), (3.4)

where F(·;θDDNN) is the approximation function modeling the DDNN, and θDDNN

denotes the model parameters. The DDNN with two local exits generates three outputs:

ŷkL1,t and ŷkL2,t for the two local exits, and ŷkR,t for the remote exit.

It is important to note that the number of local exits can be more than two, depending

on the architecture’s requirements. These local exits operate in parallel rather than

sequentially, meaning each local component processes its respective data simultaneously.

This is fundamentally different from architectures where multiple local exits are distributed

sequentially across different layers of the network. By employing parallel local exits, the

architecture can further reduce latency and improve responsiveness.

The architecture, as depicted in Fig. 3.2, consists of two parallel, compact DNN

modules, each situated at distinct edge locations. These modules are responsible for

executing partial local resource allocation decisions. Each local component processes a

portion of the input data, thereby distributing the computational load between multiple
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Figure 3.2: DDNN with two local exits

edge nodes.

The formulation for the local allocation decisions made by the two parallel DNN

modules can be described as follows:

ŷkL1,t = FL1(d
k
L1,t,N ;θL1), (3.5)

ŷkL2,t = FL2(d
k
L2,t,N ;θL2), (3.6)

where dkL1,t,N and dkL2,t,N are the respective input data for each local DNN module, such

that dkL1,t,N ∪ dkL2,t,N = dkt,N and dkL1,t,N ∩ dkL2,t,N = ∅. In other words, the total input

data dkt,N is split between the two local DNN modules, with no overlap between the

portions they handle.

Here, FL1(·;θL1) and FL2(·;θL2) represent the local DNNs, each with their own

parameter sets θL1 and θL2. These local DNN modules aim to make quick, efficient

resource allocation decisions based on their respective inputs. However, for some samples,

the local decisions may not be sufficient or appropriate, potentially leading to high costs
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due to suboptimal resource allocation.

In cases where the local decisions are deemed inadequate, the outputs of the two local

DNNs, denoted as zkt = zkL1,t∪zkL2,t (as illustrated in Figs. 3.2 and 4.2), are transmitted to

a larger, more powerful DNN module located remotely, for example, at the base station

or a central cloud. This remote module performs further processing to refine the resource

allocation decision.

The remote module processes the combined output from the local DNN blocks and

generates its own resource allocation decision, as formulated in the following equation:

ŷkR,t = FR(z
k
t ;θR), (3.7)

where the input zkt , derived from the outputs of the local DNN blocks, serves as the input

to the remote DNN module. The function FR(·;θR) represents the remote DNN layers,

and θR denotes the parameters specific to the remote DNN component.

3.3.1 Local Exits

In our DDNN, the local exits are part of the initial layers situated at the network

edge. Without loss of generality, we assume two distinct local components, which could

be geographically distributed, each containing a single DNN block. This arrangement

highlights their simplicity in comparison to the more complex remote component, which

handles more computationally intensive tasks.

During the training phase (offline mode), the outputs from these local blocks, denoted

as zkL1,t and zkL2,t, are processed by their respective local Fully Connected (FC) blocks.

These outputs are then aggregated to form the signal zkt , which is subsequently transmitted

to the remote layers for further processing, as depicted in Fig. 4.2. The combination

of these local outputs, ŷkL,t = ŷkL1,t ∪ ŷkL2,t, constitutes what is referred to as the local

prediction or local exit inference.

This local exit inference enables the system to make swift and efficient decisions at
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the network edge. In cases where the local decision-making process suffices, this can

result in reduced latency and lower communication costs, as there is no need to rely on

the remote layers for additional processing.

3.3.2 Remote Exit

In our DDNN, the remote exit refers to the portion of the network architecture that is

typically situated in a central cloud or on a more computationally powerful server. This

remote component is designed to handle tasks that require deeper processing or more

complex computations than those managed by the local exits at the edge.

Without loss of generality, the remote component of our DDNN comprises three

DNN blocks followed by four Fully Connected (FC) blocks. The first three FC blocks

are configured with 128, 64, and 32 hidden neurons, respectively, each employing the

Rectified Linear Unit (ReLU) activation function. These layers progressively refine the

features extracted from the input data, reducing the dimensionality while maintaining the

critical features needed for accurate decision-making. The architecture ends with a linear

fully connected (FC) block, designed to consolidate the processed data and generate the

final decision output.

The input for the remote blocks, zkt , originates from the outputs of the local modules,

as depicted in Fig. 4.2. Once processed by the remote layers, the resulting output is

termed the remote prediction or remote exit inference, denoted by ŷkR,t. This remote exit

enables the network to make more accurate decisions, especially in scenarios where the

local exits may not provide sufficient computational depth or where higher precision is

required.



Chapter 4

Joint Training and online Inference

4.1 Offline DDNN Joint Training

Training a Distributed Deep Neural Network (DDNN) involves greater complexity com-

pared to training a centralized DNN, as it requires the simultaneous optimization of both

local and remote DNN modules under a unified objective. This process, referred to as

joint training, is critical to ensure that the distributed components work cohesively to

achieve efficient and accurate predictions.

The key challenge in joint training lies in balancing the contributions of both the local

and remote exits in the overall objective function. The local exits, designed for quick,

low-latency decision-making, must be trained to provide sufficiently accurate predictions

with limited computational resources. Conversely, the remote exit, equipped with greater

processing power, focuses on generating decisions with higher precision. Both components

need to be aligned so that the loss function is properly backpropagated through all

relevant layers of each DNN module.

During joint training, the network must simultaneously optimize the parameters of

the local DNNs and the remote DNN to minimize the total loss. The objective function

typically integrates both the local and remote predictions, balancing the trade-off between
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fast, approximate decisions at the edge and more computationally intensive, accurate

decisions at the remote server.

For instance, the local exits should not only learn to make acceptable decisions but

also to generate intermediate outputs that are useful for the remote module. At the same

time, the remote module must be trained to refine these intermediate representations,

ensuring that the final decision (whether produced locally or remotely) aligns with the

overall optimization goal. This joint training process ensures that both the local and

remote components are fine-tuned to complement each other, leading to an efficient and

effective resource allocation system.

The concept of jointly training local and remote (or final) exits within a neural

network architecture was initially introduced in works such as [35], [36] (GoogleNet),

and [19] (BranchyNet). In these earlier architectures, the primary role of local exits

was to function as an additional regularization technique, aimed at improving network

performance. Local exits were not originally intended to be integral components of the

inference process, but rather to support the training of deeper networks by offering

auxiliary outputs at intermediate layers.

However, the exploration of distributed DNNs with early exits, as highlighted in

[21], [22], and [24], introduces a novel and promising research direction. This approach

leverages local exits not only as auxiliary training mechanisms but also as critical parts of

the inference process itself, particularly in distributed environments. By allowing parts of

the network to make decisions at different stages, such as at the network edge or within

local infrastructure, distributed DNNs can significantly reduce inference latency and

improve resource efficiency.

This method reveals many unexplored opportunities in neural network architectures,

particularly in the context of distributed computing and edge processing. It offers the po-

tential for more adaptive and efficient models that can dynamically balance computational

load between local and remote resources, optimizing both accuracy and performance in
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real-time applications. This paradigm shift not only improves the scalability of neural

networks but also opens new avenues for optimizing network architecture design in

scenarios where low latency and computational efficiency are paramount.

In contrast, our architecture incorporates the local exit as a core component of the

inference process, making it crucial for the joint training strategy to achieve an optimal

balance between the performance of both the local and remote exits. This strategy

focuses on the following key performance trade-offs:

• Backpropagation for Local Exit: The performance of the local exit is backpropagated

through its respective layers, denoted by θL). This ensures the reliability and

accuracy of local decisions, represented as ŷkL,t, even though these decisions are

made by a smaller and simpler DNN module. The local exit must be effective in

real-time scenarios, where low latency is critical and decisions need to be made

swiftly without sending data to the remote layers.

• Backpropagation for Remote Exit: The performance of the remote exit is backprop-

agated not only through the remote layers, denoted by θR, but also through the

local layers, i.e., θL. This enhances the inference capability of the remote layers,

represented by ŷkR,t, while ensuring that the local layers generate high-quality inter-

mediate features, zkt . These intermediate features are crucial for further processing

by the remote layers, facilitating a more accurate final decision.

This balanced backpropagation ensures that both the local and remote components

are optimized to complement each other.

The calculation of the DDNN loss function integrates the contributions from both

the edge and cloud components. At the network edge, the DDNN starts with a relatively

simple DNN block, denoted as FL(d
k
t,N ;θL), which handles local processing. Within

the cloud infrastructure, a more complex and computationally powerful DNN block,

FR(z
k
t ;θR), performs additional refinement based on the intermediate output from the
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edge (as illustrated in Fig. 4.1).

It is important to clarify that the variation between Fig.4.1a and Fig.4.1b relates to

the configuration of the offloading mechanisms and does not affect the training process

of the DDNN. These configurations will be explained further in the subsequent section.

The combined DDNN loss is calculated as follows:

DDNN Loss =

K∑
k=1

wL · f(FL(d
k
t,N ;θL), d

k
t )

+wR · f(FR(z
k
t ;θR), d

k
t )

=

K∑
k=1

wL · f(ŷkL,t, dkt ) + wR · f(ŷkR,t, d
k
t ).

(4.1)

where:

• wL and wR represent the weighting factors that balance the contributions of the

local and remote components, respectively,

• f(·, ·) is the loss function that evaluates the difference between the predicted values

and the actual demand dkt ,

• ŷkL,t denotes the local prediction made by the edge component, and

• ŷkR,t denotes the prediction made by the remote. component.

This loss function ensures that both the local and remote components are optimized

during training. The local component contributes to quick, low-latency predictions, while

the remote component adds higher precision to the final decision, ensuring a balance

between speed and accuracy. The joint minimization of these terms allows the DDNN to

efficiently allocate resources while maintaining high performance across both the edge

and cloud environments.

In Eq. (4.1), the “local weight” wL and “remote weight” wR play a crucial role in
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determining the relative impact of the local and remote exits on the overall loss during

the DDNN’s joint training. These weights are constrained within the range [0, 1], where

wR = 1−wL, ensuring that the combined influence of the local and remote exits sums to

1. The careful selection of these weights is pivotal in the optimization process, as they

control how much emphasis is placed on optimizing the local versus remote predictions.

• When wL = 0 (and consequently wR = 1), the DDNN effectively behaves like a

centralized DNN, focusing solely on the optimization of the remote exit’s perfor-

mance. In this configuration, all computational efforts are geared towards the cloud

or remote layers, treating local layers as auxiliary.

• Conversely, when wL = 1 (and wR = 0), the emphasis is shifted entirely to

optimizing the local exit’s performance, prioritizing localized decision-making at

the edge. This setup minimizes reliance on the remote component.

The selection of the optimal wL and wR values depends on the desired performance

outcomes. For example, a higher wL ensures more reliable local predictions and efficient

resource allocation directly at the network edge, reducing latency. On the other hand, a

higher wR leverages the remote cloud’s computational power to produce more accurate

but potentially slower predictions. Striking the right balance between these weights

is essential for achieving efficient, low-latency decision-making, while still allowing for

accurate refinements when necessary.

Our approach differs from the work in [37] (distributed learning) and [38], [39]

(distributed training), where the focus is on distributing the training process of a DNN.

In contrast, we concentrate on distributing the actual architecture between the edge

and the core/cloud, rather than exclusively addressing the distributed training process,

although such a distributed training strategy remains a feasible extension of our system.

For the DDNN with more than one local exit, the core concept remains consistent

with that of the single local exit model, but the complexity increases with the introduction
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of multiple local components. As an example, we present the case of a DDNN with

two local exits and one remote exit. The loss computation for such a system integrates

contributions from both the edge (local components) and the cloud (remote component).

The formula for calculating the DDNN loss in this configuration is as follows:

DDNN Loss =

K∑
k=1

wL1 · f(FL1(d
k
L1,t,N ;θL1), d

k
L1,t)

+wL2 · f(FL2(d
k
L2,t,N ;θL2), d

k
L2,t)

+wR · f(FR(z
k
t ;θR), d

k
t )

=
K∑
k=1

wL1 · f(ŷkL1,t, dkL1,t) + wL2 · f(ŷkL2,t, dkL2,t)

+wR · f(ŷkR,t, d
k
t ).

(4.2)

In Eq. (4.2), the local weights wL1 and wL2 , along with the remote weight wR,

determine the influence of each exit on the overall loss during the DDNN’s joint training.

These weights are critical for balancing the performance contributions from the local

exits (at the network edge) and the remote exit (in the cloud).

For simplicity, and without loss of generality, we assume the local weights are equal,

so that wL = wL1 = wL2. This equal weighting ensures that the two local components

are treated symmetrically in the optimization process. While it is feasible to assign

different weights to the local components, giving a higher weight to one would make

it more influential in the training process than the other. Since the local components

are parallel, setting their weights as wL = wL1 = wL2 (rather than wL/2) is the correct

approach.

These weights, constrained within the range [0, 1], where wR = 1−wL, play a pivotal

role in the optimization process.

The optimal choice of wL and wR depends on the desired system behavior, such
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as prioritizing local predictions for quick, low-latency decisions, or favoring remote

predictions for more accurate but computationally intensive decisions. Finding the right

balance between these weights is key to achieving reliable local predictions, effective

resource allocation at the edge, and precise remote predictions when necessary.

4.2 DDNN Online Inference

After training the local and remote DNN modules to collaborate effectively, a crucial

decision must be made during the forward pass at the local exit: determining whether the

resource allocation decision made at the local exit is sufficient, or if further refinement by

the remote DNN layers is necessary. This decision is pivotal in balancing the trade-off

between low-latency decision-making at the edge and the potential benefits of more

accurate, but higher-latency, processing in the cloud.

It is essential to clarify that the objective of our model is not to predict the traffic

load directly. Instead, the focus is on predicting the optimal allocation of resources that

minimizes the total cost associated with network operation (under-provisioning penalty

and over-provisioning cost).

The local module must evaluate whether its decision for resource allocation is adequate

in terms of minimizing these costs, or whether sending the intermediate features to the

remote DNN for further processing will lead to a more cost-efficient outcome. This

decision-making mechanism ensures that the DDNN operates efficiently, leveraging local

exits for quick and approximate decisions while deferring to remote layers for more

complex and critical scenarios.

Ultimately, this approach allows the system to make adaptive, cost-effective decisions

in real-time, ensuring that network resources are allocated efficiently, avoiding under-

provisioning (SLA violations) and minimizing over-provisioning (resource wastage), and

thus optimizing both performance and resource utilization.

This decision-making process, in principle, is framed as an unsupervised learning
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task. It involves selecting whether to rely on the local decision or to request additional

processing from the remote layers, all while lacking prior knowledge of the potential

benefits or the extent of improvement that further processing may provide.

The challenge lies in the fact that, at the time of the local exit, there is no explicit

feedback on whether the local resource allocation is sufficient or whether the additional

computational expense of sending the data to the remote layers will result in a significantly

better allocation. Thus, the system must infer the decision to offload to the remote layers

based on patterns in the data, model confidence, or other indicators of uncertainty that

suggest further refinement could be advantageous.

The local exit must be able to assess:

• Confidence in the Local Decision: If the local DNN has a high level of certainty

about the allocation decision, further processing by the remote layers may not be

necessary.

• Potential for Improvement: The system needs to estimate whether sending the

intermediate results to the remote layers could result in a more optimal allocation,

considering the potential cost trade-off between accuracy gains and the additional

latency or communication overhead.

Since there is no labeled information explicitly telling the model when to stop process-

ing at the local exit or when to seek remote refinement, the system must autonomously

learn these patterns through an unsupervised task of balancing speed, resource efficiency,

and accuracy. This learning approach ensures that the DDNN can dynamically adapt

to different traffic conditions and network scenarios, optimizing decisions on whether to

process locally or seek additional remote processing in real-time.

4.2.1 Oracle-based Offloading

Initially, we assume the presence of an “oracle” that possesses foreknowledge of the

potential improvement from remote processing for each individual sample. While such
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Figure 4.2: DDNN Inference Schemes (Online phase)
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an oracle is unattainable in practical, real-world scenarios, its utility lies in two key

areas: (a) providing a benchmark for evaluating the performance of practical offloading

algorithms, and (b) demonstrating that our proposed methods can frequently approximate

the theoretical lower bound established by the oracle.

The oracle is able to evaluate, for each sample, whether the remote processing will

result in a significantly better resource allocation decision than the local exit. Based on

this knowledge, the oracle offloads processing to the remote layers when it predicts a

worthwhile improvement.

We can express the difference in costs between the local and remote decisions as

follows:

L =

K∑
k=1

(f(ŷkL,t, d
k
t )− f(ŷkR,t, d

k
t )) = CL − CR. (4.3)

where:

• f(ŷkL,t, d
k
t ) represents the cost of the resource allocation decision made by the local

exit for VNF k,

• f(ŷkR,t, d
k
t ) represents the cost of the decision made by the remote exit for the same

VNF,

• CL denotes the total cost associated with local decisions, and

• CR represents the total cost associated with remote decisions.

This oracle-based approach provides an idealized benchmark, helping to measure

how close our practical offloading mechanisms can come to achieving optimal decisions

without foreknowledge. It serves as a theoretical ceiling for evaluating and fine-tuning

our real-world algorithms.

Without loss of generality, we will also assume that there is an average cost associated

with processing a sample in the cloud, denoted as CT . This cost captures several key
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factors:

• Latency Costs: This includes the additional time required to transmit the feature

vector zkt from the edge to the cloud, the cloud’s processing time for inference, and

the relay of the resource allocation decision back to the edge.

• Communication Costs: The transmission of data to the cloud incurs potential

communication costs, particularly in larger networks where significant amounts of

data are sent remotely for each sample. These costs could be related to network

congestion, bandwidth utilization, or even energy consumption.

• Monetary Costs: If the cloud services are provided by an external party (for example,

if the DDNN has been trained and deployed by a third party as a service), there

may be direct monetary costs associated with utilizing cloud infrastructure for

processing.

In this thesis, we simplify the problem by assuming that this cost is a fixed and

known average value, denoted as CT , which we refer to as the transmission cost. This

assumption allows us to focus on the decision-making process involved in determining

whether to resolve a sample locally or offload it to the cloud for further processing. By

comparing the trade-off between the local and remote costs, we can analyze how the

transmission cost CT affects the overall resource allocation strategy.

To determine whether a sample should be processed locally or offloaded to the cloud,

we compare the cost difference L from Eq. (4.3) with the known transmission cost CT .

The decision-making rule is straightforward:

• If L < CT , this indicates that the overall cost of resolving the decision locally is

lower than the combined cost of remote processing and transmission. In this case,

the sample is best handled at the local exit.

• If L > CT , remote processing is deemed more cost-effective, and the sample should

be offloaded to the cloud.
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This oracle-based approach, though idealized, provides a theoretical benchmark for

making optimal offloading decisions. If such an oracle existed, it would enable the system

to consistently choose the most cost-effective option for each sample, balancing between

local and remote processing to minimize overall costs.

An interesting complexity arises when the transmission cost CT is neither fixed nor

stationary, as might be the case in practical applications. Factors such as network

congestion, variable cloud service fees, or dynamic bandwidth availability could lead to

fluctuating CT costs. In such cases, adaptive learning mechanisms, ranging from simple

running averages to more sophisticated reinforcement learning techniques, could be

employed to dynamically adjust to the changing environment and make better real-time

offloading decisions. Exploring these adaptive approaches, though outside the scope of

this paper, offers a compelling direction for future work

4.2.2 Bayesian Confidence-based Offloading

In real-world scenarios, the idealized oracle approach outlined in Eq. (4.3), which relies

on knowledge of the remote decision variable, ŷkR,t, and its associated costs, is impractical.

The key challenge is that these remote predictions and their costs are unknown at the

network edge without transmitting the sample to the cloud for processing. This limitation

makes the oracle approach unattainable in practice.

To address this, [12] suggests leveraging the entropy of local image classifications as a

measure of confidence to approximate the cost-benefit trade-off described in Eq. (4.3).

In this method, high uncertainty in local predictions (as indicated by entropy) suggests

that further processing in the remote layers might yield improved outcomes. However,

this cross-entropy-based technique is primarily suited for classification tasks and does

not directly translate to the regression-type resource allocation problems we encounter in

our DDNN applications.

The literature on DDNNs, including works like [19], [34], [40], and [41], provides
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limited guidance on making offloading decisions for non-classification tasks, such as

regression problems. These tasks, like our focus on resource allocation, require a different

approach for determining when to offload data to the remote layers.

To bridge this gap, the authors in [42] and [43] propose a Bayesian confidence-based

metric, which employs random dropouts during the local forward pass to estimate

uncertainty. This method offers a practical way to assess whether further processing

by the remote layers is likely to improve the decision. Unlike the use of dropout as a

regularization technique during training, here dropout serves as a tool for estimating

model confidence in real-time. By applying dropout during the local forward pass,

multiple predictions are generated, and the variance between these predictions provides

an indication of the model’s confidence. If the local predictions exhibit high variance

(indicating low confidence), it may be beneficial to offload the sample for further refinement

by the remote layers.

The confidence block consists of a dropout layer, where the dropout probability is

set to p = 0.4, followed by a linear fully connected (FC) layer. This block is responsible

for processing the intermediate signal zkt , which it receives from the local DNN module.

To estimate uncertainty, the confidence block performs inference on each input sample

multiple times, for example, across 10 iterations (i.e., J = 10).

Due to the randomness introduced by the dropout process, the inference results of the

confidence block vary across iterations. For each VNF in the network, denoted as k ∈ K,

this process generates an array of predictions in RJ , where each element represents an

inference result from one of the iterations.

To quantify the uncertainty of these predictions, the standard deviation σk is computed

for each VNF, reflecting the variability of the model’s output across the multiple iterations.

This standard deviation serves as a measure of the uncertainty in the local decision for

the corresponding VNF. The overall uncertainty for the network is then calculated by

averaging the standard deviations across all K VNFs, yielding the final Uncertainty value
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U :

U =
1

K

K∑
k=1

σk. (4.4)

This metric provides a worst-case estimate to quantify the potential impact of

perturbations on the decisions made at the local level. The confidence mechanism

evaluates the measured uncertainty value U against a predefined confidence threshold η,

which is a design parameter of the DDNN. This threshold determines whether the local

exit can be trusted to make an accurate decision or if further refinement by the remote

layers is necessary.

• When U < η: The system interprets this as a sign that the model has high confidence

in its local decision, and the decision is considered sufficiently accurate. In this

case, the model proceeds with the local resource allocation (represented by the

green path in Fig. 4.2a).

• When U > η: The local model exhibits significant uncertainty in its decision. In

such cases, the intermediate signal zkt is forwarded to the remote layers for further

processing, where a more accurate decision is expected (represented by the red path

in Fig. 4.2a).

It is important to note that when deciding the resource allocation for multiple corre-

lated elements, such as VNFs that are interdependent, the decision is made collectively,

either all K decisions are processed locally, or all K decisions are forwarded to the

remote layers for refinement at the same time. In future work, we plan to explore more

complex hierarchies of layers and mechanisms, which could include partial views where

some decisions are made locally, while others are offloaded to the remote layers. This

would provide a more granular control over resource allocation and enable more efficient

utilization of both local and remote computational resources.
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Further theoretical and mathematical details on this method, including the probabilis-

tic treatment of uncertainty and the impact of confidence thresholds on decision-making,

can be found in Appendix A.

The confidence-based offloading mechanism, while often yielding satisfactory results

(as will be demonstrated in the next section), fundamentally operates as a heuristic

approach. This means it lacks formal guarantees regarding its performance or reliability,

especially in complex or highly dynamic network conditions. Though effective in many

cases, heuristic methods like this can lead to suboptimal decisions due to their reliance

on simplified rules rather than rigorous optimization.

To address these limitations, we propose to formulate the offloading decision as a

proper statistical optimization problem. By doing so, we aim to offer a more structured

and verifiable approach to offloading that provides predictable outcomes. This method

would move beyond heuristics by leveraging statistical models to evaluate the offloading

decision, ultimately ensuring that decisions are made based on well-defined criteria.

4.2.3 Optimized offloading

We propose an offloading mechanism that leverages neural networks by implementing a

“binary classifier”. This classifier is responsible for determining whether a given sample

should be processed locally or offloaded to the remote layers for further processing. The

binary classifier is trained after the initial DDNN training process to avoid destabilizing

the sensitive training path of the DDNN, particularly given the interplay between local

and remote exit decisions and their corresponding weights.

The decision to train the binary classifier subsequent to the DDNN training ensures

that the data flow is stable, and the classifier can effectively learn to make accurate

offloading decisions without affecting the primary performance of the DDNN. This

post-training step allows the offloading mechanism to assess the local and remote costs,

informed by the completed DDNN training. During the training of the DDNN, all
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samples pass through both the local and remote layers, providing complete data on the

costs associated with each processing path. This data forms the basis for training the

binary classifier, which can then make informed decisions about whether to resolve future

samples locally or send them to the cloud.

The classifier uses this information to compare the transmission cost CT and the

relative costs of local and remote processing for each sample. By learning from the actual

resource allocation costs observed during training, the binary classifier can accurately

predict whether offloading a particular sample will result in a net benefit.

Though the classifier is currently trained independently, jointly training the offloading

decision mechanism alongside the DDNN itself, where some local layers are shared

between the cost minimization and offloading decision objectives, presents an intriguing

area for future research. This joint training approach could further optimize resource

utilization by integrating the offloading decision into the overall learning process, leading

to potentially more efficient and cohesive decision-making.

In this phase of (offline) DDNN training, all samples traverse both the local and

remote layers. Thus, once the DDNN is fully trained, we can calculate not only the

transmission cost CT but also the relative processing costs for both local and remote

exits. This comprehensive understanding of cost dynamics, gathered during training,

allows for a robust and well-informed offloading decision mechanism that can optimize

the balance between local processing efficiency and the benefits of remote refinement.

Local cost: CL =
K∑
k=1

f(ŷkL,t, d
k
t ), (4.5)

Remote cost: CR =

K∑
k=1

f(ŷkR,t, d
k
t ). (4.6)

The binary classifier leverages the training samples and categorizes them into two

distinct classes based on the comparison of the local and remote processing costs:
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• Class 0: CT < CL − CR, where the remote processing cost is small enough to

compensate for the transmission cost CT . In this case, it is more efficient to offload

the sample to the remote cloud for further processing.

• Class 1: CT ≥ CL − CR, where the remote processing cost, combined with the

transmission cost, is too high, making it more advantageous to resolve the sample

locally at the edge.

Without loss of generality, we employ a neural network consisting of three Fully

Connected (FC) layers to serve as the binary classifier. The network outputs a probability,

denoted as p, representing the likelihood of offloading a sample either locally or remotely.

The classifier operates using a supervised learning approach, wherein it is trained to

predict whether a sample should be processed locally or offloaded based on historical

data, which includes the relative costs of local and remote processing for each sample.

This probability-based approach allows the system to make more nuanced offloading

decisions, factoring in both the processing cost dynamics and the associated transmission

costs. By training the classifier on past data, it learns to predict the most cost-effective

resolution strategy for future samples, optimizing overall resource allocation across the

network.

As illustrated in Fig. 4.2b, during inference (online mode), the input signal dkt,N is

simultaneously fed into both the local DNN and the optimized offloading block. The

offloading mechanism then computes the probability p and makes the offloading decision

based on the trained classifier.

• If the classifier determines that further processing by the cloud is unnecessary (i.e.,

the edge-cloud round trip can be bypassed), the intermediate signal zkt is forwarded

to the local fully connected (FC) layer. The resources are subsequently allocated

based on the local prediction ŷkL,t(green path in Fig. 4.2b).

• Conversely, if the classifier predicts that additional processing is required, the
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intermediate signal zkt is sent to the remote DNN for further refinement. The

resource allocation is then determined by the remote inference ŷkR,t (red path in

Fig. 4.2b).

Although this approach involves an offline training phase and requires some additional

hardware to implement the classifier, it is more efficient than the Bayesian confidence-

based offloading mechanism. The key advantage lies in eliminating the need for J costly

forward passes through the local FC during inference, which significantly reduces the

computational burden at the edge.

By relying on a single forward pass through the optimized classifier, this method

achieves quicker offloading decisions with minimal latency. Consequently, the system is

able to maintain real-time responsiveness while optimizing resource allocation efficiency,

making it particularly suited for applications where fast decision-making and low latency

are critical.

The online application of the offloading block at the edge introduces a critical question:

Does the latency reduction achieved by bypassing the central cloud outweigh the additional

latency introduced by the offloading block itself? In centralized systems, the total decision-

making time includes both the round-trip transmission time (RTT) to the cloud and the

processing time for all samples through the entire model. This creates a uniform but

potentially high-latency scenario, as every decision must traverse the cloud infrastructure.

In contrast, the Distributed Deep Neural Network (DDNN) has a different latency.

The total processing time in a DDNN setup consists of several components:

• Offloading Mechanism Latency: The time taken by the offloading block to determine

whether a sample should be processed locally or offloaded to the remote cloud.

• Local Processing Latency: The time required to process samples that are resolved

locally at the edge, avoiding the cloud.

• Round-Trip Transmission Time (RTT): For samples that are offloaded to the cloud,
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the RTT includes the time taken to send the data to the cloud and retrieve the

processing results.

• Remote Processing Latency: The time taken to process the sample in the cloud.

The key benefit of the DDNN architecture is that it can reduce overall latency by

resolving a substantial portion of samples locally, thus bypassing the cloud and avoiding

the RTT entirely for those cases. However, this benefit comes at the cost of the additional

time required for the offloading block to make its decision.

This trade-off between the latency incurred by the offloading block and the potential

latency savings from avoiding cloud-based processing is crucial. The effectiveness of the

offloading mechanism depends on whether it can quickly and accurately identify which

samples should be processed locally versus remotely. The offloading mechanism must be

efficient enough to ensure that the cumulative processing time (offloading decision + local

processing) remains significantly lower than the alternative cloud-based processing path.

In the next chapter, we further explore this latency trade-off by measuring the latency.

This analysis will help determine whether the introduction of the offloading block leads

to net latency reduction or if the overhead negates the potential gains from avoiding

cloud-based processing.



Chapter 5

Performance Evaluation

5.1 Data Preparation

To train and evaluate the proposed architecture, we employ the publicly available Milano

dataset [44], which is widely used in related research studies [31], [15], and [16]. The

Milano dataset provides traffic data collected from cellular Base Stations (BSs) over time,

with traffic measurements recorded in megabytes (MBs). These measurements are used

to simulate the traffic patterns of VNFs, offering a realistic basis for resource allocation

and offloading decisions within the context of 5G network slicing.

The dataset includes time-series traffic data across different BSs in the Milano

metropolitan area, which allows us to model the dynamic nature of VNF resource

demands. The variability in traffic patterns across different time intervals and locations

enables the architecture to learn to allocate resources efficiently under varying network

conditions.

5.1.1 Input

At time t, the DDNN receives an input denoted as (dkt,N ,K) ∈ RN×K . This input

represents a historical snapshot of the traffic data for all K VNFs over a window spanning
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N time intervals. Specifically:

• dkt,N corresponds to the traffic demand history for VNF k, capturing the traffic

patterns observed in the preceding N time steps leading up to time t.

• The matrix ∈ RN×K consists of N rows, where each row represents the traffic data

for all K VNFs at a specific time interval.

5.1.2 Output

The output of the DDNN is denoted as yt = {y1t , y2t , ..., yKt } ∈ RK , where each ykt

represents the predicted allocation of resources for VNF k ∈ K at time t.

Specifically, ykt is either the local prediction ŷkL,t (or ŷkL1,t or ŷkL2,t for the DDNN

with two local exits) or the remote prediction ŷkR,t, depending on whether the offloading

mechanism determined that the VNF’s resource allocation decision should be made locally

or remotely:

• Local Prediction ŷkL,t: The resource allocation decision made at the local level (edge)

without forwarding the intermediate data to the cloud.

• Remote Prediction ŷkR,t: The resource allocation decision made after further pro-

cessing by the remote cloud-based DNN layers.

5.1.3 Data preprocessing

A preprocessing step is applied to the time series data as described in [11], which is a

generic procedure for both centralized and distributed configurations.

Time series data from different Base Stations (BSs) often exhibit correlations, partic-

ularly in areas near high-traffic locations such as tram lines, metro stations, and other

commuter hubs. These inherent correlations between the traffic patterns of geographically

proximate BSs offer a valuable opportunity to improve the efficiency and accuracy of

resource allocation by deploying learning algorithms that can leverage these relationships.
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By recognizing and exploiting these correlations, a shared architecture can be designed

to simultaneously predict optimal resource allocations for multiple BSs in parallel. This

approach enables the model to learn joint representations of traffic demand across

correlated BSs.

Time series data from different BSs may exhibit correlations, for example, those near

tram lines, metro stations, and other commuter hubs. These inherent correlations present

an opportunity to deploy learning algorithms that can simultaneously predict optimal

resource allocations for multiple BSs in parallel, utilizing the same architecture.

The preprocessing procedure organizes Base Stations (BSs) into a matrix structure

where highly correlated BSs are placed adjacently, creating an “image”-like input data

representation for the (D)DNN. This structured input facilitates the use of deep learning

techniques that excel with spatially correlated data.

For each pair of BSs (i and j), their similarity in traffic demand, denoted as cij

(referred to as correlation pairs), is computed using a time series similarity measure

known as shape-based distance [45]. This distance metric captures the dynamic and

temporal patterns in the traffic demand of BSs, enabling more accurate correlation

analysis.

The goal is to determine the placement of the BSs in a two-dimensional space, such

that their locations reflect the computed correlations cij . To achieve this, two distinct

optimization problems are solved. First, let ak ∈ R2 represent the location of BS k in a

2D plane. The optimization variable is defined as a ∈ R2×K , where K is the total number

of BSs. The positions of BSs, which must adhere to their correlations, are determined by

solving the following optimization problem:

minimize
a1,...,aK

∑
i<j

(∥ai − aj∥ − cij)
2, (5.1)

This optimization problem aims to minimize the difference between the Euclidean

distance ∥ai − aj∥ between BSs i and j, and their correlation cij , ensuring that BSs with
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similar traffic patterns are placed closer together in the 2D space.

To solve this optimization problem efficiently, Multi-Dimensional Scaling (MDS) [46]

is employed. MDS is a dimensionality reduction technique that preserves the pairwise

distances between points as much as possible, making it an ideal method for placing BSs

based on their correlation values. The result is a spatial arrangement of BSs that reflects

their traffic demand correlations, which is then used as structured input for the deep

neural network. This “image”-like input enhances the model’s ability to learn from the

spatial and temporal patterns present in the BS data.

To map the two-dimensional solutions obtained from the first optimization problem

into a matrix format, a secondary optimization problem is introduced. The objective is

to assign each BS to a point on a regular two-dimensional grid, ensuring that the spatial

correlations between BSs are preserved in this grid layout.

In this step, we define a regular grid a1, ..., aK where each point is denoted as ai,

representing the ith grid point. For each pair of i and j, a cost is computed based on the

squared Euclidean distance between the grid points, expressed as:

eij = ∥ai − bj∥22. (5.2)

The goal is to assign each BS to one grid point, such that the total cost is minimized.

To achieve this, we introduce a binary matrix X ∈ {0, 1}K1×K2 , where each element xij

indicates whether BS i is assigned to grid point j (i.e., xij = 1 if BS i is assigned to grid

point j, and xij = 0 otherwise). The optimization problem is formulated as:

minimize
X

K1∑
i=1

K2∑
j=1

eijxij , (5.3)

subject to the following constraints:

K1∑
i=1

xij = 1 ∀i,
K2∑
j=1

xij = 1 ∀j, (5.4)
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which ensure that each BS is assigned to exactly one grid point, and each grid point

hosts exactly one BS.

This optimization problem, which aims to minimize the total assignment cost while

adhering to the assignment constraints, can be solved efficiently in polynomial time using

the Hungarian algorithm [47].

By solving this problem, we create a structured, grid-based representation of the

BSs, which forms an “image”-like input for the (D)DNN architecture, preserving the

correlations between BSs and enabling more effective learning and resource allocation

predictions.

LSTM-based DDNN: Long Short-Term Memory (LSTM) networks are well-suited

for modeling sequential data, particularly when dealing with short time series ranging

between 100 to 300 samples. For our LSTM-based DDNN, we utilize the past 144 samples,

which correspond to the daily traffic measurements recorded at each Base Station (BS),

to predict the next sample for a group of 16 BSs. Thus, we set the sequence length

N = 144 and the number of VNFs K = 16, resulting in input data of size (K, N).

For the LSTM-based DDNN, we only solve the first optimization problem, defined in

equation (5.1), to group the correlated BSs together. This ensures that the LSTM can

effectively capture the temporal dependencies within each BS’s traffic data while also

leveraging the spatial correlations between the BSs that exhibit similar traffic patterns.

By clustering the correlated BSs, the model is able to predict resource demands more

accurately and efficiently, enabling simultaneous predictions for multiple base stations

within the same architecture.

CNN-based DDNN: The optimal performance of 3D-CNN architectures is achieved

when the input tensors exhibit a high degree of local correlation [48], [49], and [50],

allowing neurons to process spatially similar values. This principle is well-illustrated in

image processing, where neighboring pixels often display strong correlations. Following

this approach, our goal is to develop a tensor input where adjacent elements correspond
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to BSs with highly correlated mobile service demands.

To achieve this, we arrange the BSs in a structured manner, selecting K1 = K2 =
√
K

BSs1 and applying the preprocessing steps outlined previously. Specifically, the BSs are

grouped based on their correlations using the solution from the optimization problem,

which ensures that neighboring grid points represent BSs with similar traffic patterns.

As a result, the input to the CNN-based DDNN is conceptualized as a “traffic box”

with dimensions
√
K ×

√
K over a temporal window of length N . In this setup, the grid

structure enables the model to treat the traffic data similarly to how a CNN processes

pixel data in an image, capturing spatial dependencies between BSs. For our experiments,

we select K = 16, and N = 144, which represents the daily recorded traffic data for each

BS. The input tensor fed into the CNN-based DDNN.

We set the quadratic coefficient c1 to 50 and the linear coefficient c2 to 1 in Eq. (2.5).

The quadratic coefficient is set relatively high at 50 to emphasize the significance of

deviations in the normalized traffic demand time series, which are scaled to the [0, 1]

range. This scaling ensures that larger deviations in the resource demands, particularly

under-provisioning scenarios, incur a higher penalty, reflecting the importance of avoiding

service-level agreement (SLA) violations.

For implementing our models, we use Python along with the PyTorch framework.

The models are executed on the Google Colab platform, utilizing an Nvidia V100 GPU

with 16 GB of HBM2 memory and 32 GB of system RAM.

5.2 Performance Metrics

We evaluate the performance of our DDNN using two primary metrics:

Percentage of Samples Resolved at the Local Edge: This metric measures the proportion

of samples that are successfully processed locally, avoiding the additional latency and

cost associated with sending data to the remote layers for further processing.

1While we use a square grid for simplicity, this approach can be adapted to more complex structures.
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Overall Cost of the DDNN: The overall cost is defined as the weighted sum of the

costs incurred when processing samples either locally or remotely. It is calculated as:

CDDNN =

M∑
m=1

Im · Cm
L + (1− Im) · Cm

R , (5.5)

where:

• M is the total number of samples,

• Cm
L is the local exit cost for sample m

• Cm
R is the remote exit cost for sample m

• Im is an indicator variable that determines whether a sample was processed locally

or remotely, defined as:

Im =


1 if the sample m processed locally

0 else.

(5.6)

We implement and compare the following models:

• Centralized CNN: This model is a fully centralized DNN, utilizing 3D-CNN al-

gorithm as proposed in [11] for tasks similar to resource allocation. It employs a

unique pre-processing method, converting time-series data into “image”-like frames

for input. Both the architecture and its pre-processing methodology have been

implemented for our study. Additionally, although the original DeepCog model

[11] was trained using the objective function outlined in Eq. (2.3), we opted to

train it using the objective function defined in Eq. (2.5). This adjustment ensures

that DeepCog is directly comparable to our other models, facilitating a fair and

consistent evaluation. Being entirely cloud-based, the model does not have edge

prediction capabilities, which results in a local resolution percentage of zero. For

quick reference, the architectures are summarized in Table 5.1.
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• Centralized LSTM: A fully centralized LSTM architecture, indicating that all

data samples are processed and resolved within the cloud. Due to its cloud-

only configuration, it lacks the capability for edge predictions, resulting in a zero

percentage for local resolutions. The primary purpose of utilizing this model is to

highlight the inherent advantages (that we conjectured) of a recursive neural network

architecture, such as LSTM, especially for handling time series data, offering a

distinct advantage over the approach in [11] and [31]. It is important to note that

this model is distinct from resolving all samples remotely in a DDNN framework,

due to differences in their architecture and training approaches. Moreover, as noted

in the foundational DDNN study [19], we will see that incorporating local exits

within a DNN architecture not only differentiates the model but also introduces a

unique regularization effect that influences overall performance.

• Oracle-based DDNN: A DDNN with the offline optimal offloading policy that

operates under the premise of having complete knowledge of both exits. This model,

referred to as the “Oracle”, is idealistic because it assumes perfect information,

which is unrealistic in real-world scenarios. The offloading decision within this

model hinges on comparing the transmission cost (CT ) with the differential cost

between local (CL) and remote (CR) exits. As CT increases, the model tends to

favor local resolutions.

• Random-based DDNN: A DDNN with a random offloading policy where the

offloading decision for each sample is modeled as an independent and identically

distributed (i.i.d.) Bernoulli random variable with a success probability p, where

“success” refers to a sample being processed locally. Consequently, with a constant p,

the proportion of samples processed locally effectively equals L = p. Our simulations

explore the implications of this Random policy across a range of p values within

[0, 1], delineating a spectrum of costs.
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Table 5.1: Models for Performance Comparison

Model Joint Training Edge Offloading Cloud Offloading Realizability

Centralized LSTM × × ✓ ✓
Centralized CNN × × ✓ ✓

Oracle-based DDNN ✓ ✓ ✓ ×
Random-based DDNN ✓ ✓ ✓ ✓

Confidence-based DDNN ✓ ✓ ✓ ✓
Optimized DDNN ✓ ✓ ✓ ✓

• Confidence-based DDNN: A DDNN with the confidence-based offloading policy,

as explained in the previous section. This offloading policy relies on uncertainty.

The uncertainty value, U , is compared to a confidence threshold (η). Increasing η

results in more samples being resolved locally.

• Optimized DDNN: A DDNN with the optimized offloading policy, as outlined in

the previous section. The offloading mechanism functions according to the output

of a binary classifier. Altering CT changes the classifier’s behavior, thereby affecting

decision outputs. Increasing CT results in a greater number of samples being

resolved locally.

5.3 Experiments

5.3.1 Resource Allocation Trade-off

After training the model, we plot trade-off curves to illustrate the relationship between

the total cost and the local sample resolution percentage. The model processes the test

set, and the offloading mechanism determines whether each sample is handled locally

or remotely, with the total cost computed using Eq. (5.5). These trade-off curves offer

insights into how different offloading strategies balance the trade-off between minimizing

cost and maximizing local sample resolution.

We generate the following trade-off curves:
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• Offline Oracle-based Trade-off Curve: This curve serves as the lower bound baseline

for performance. It is derived using the Oracle-based Offloading approach, which

assumes perfect foreknowledge of the optimal offloading decision for each sample.

Varying the transmission cost CT affects the local sample resolution rate. Since the

oracle makes optimal offloading decisions, this curve provides a benchmark for the

best possible performance.

• Random Policy-based Trade-off Curve: This curve is used to establish an upper

bound baseline for performance evaluation. It is generated by adjusting the proba-

bility parameter p from 0 to 1, which randomly determines whether each sample

is processed locally or remotely. This curve shows the trade-off between cost and

local resolution when decisions are made at random. Any offloading policy that

results in a total cost higher than this curve is considered ineffective2.

• Bayesian Confidence-based Trade-off Curve: This curve is obtained using the

Confidence-based Offloading strategy. By adjusting the confidence threshold η

within the range [0, 1], the offloading mechanism selectively processes samples

locally or remotely based on the uncertainty in the local decision. The curve

represents the performance of this online confidence-based method.

• Optimized Trade-off Curve: This curve is generated using the Optimized Offloading

approach, where increasing the transmission cost CT influences the curve. The

optimized offloading mechanism leverages the binary classifier to predict whether

offloading a sample to the cloud will reduce overall cost. By adjusting CT , the model

can shift the trade-off between local processing and remote offloading, yielding a

curve that reflects the cost-effectiveness of the optimized offloading decisions.

These trade-off curves provide a comprehensive visualization of the model’s perfor-

mance across different offloading policies, enabling a comparison of the efficiency of each

2Although it is technically possible to create an offloading policy that consistently selects the more
costly exit, doing so would not provide a meaningful or practical benchmark for comparison.
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(a) (wL, wR) = (0.9, 0.1) (b) (wL, wR) = (0.8, 0.2)

Figure 5.1: Trade-off curves (Total cost vs Percentage of samples exited locally) for three
weight pairs

method. By comparing these curves to the oracle and random baselines, we can assess

how closely each strategy approximates the optimal offloading decisions.

Figs. 5.1a and 5.1b present trade-off curves for models with training weights (wL, wR)

set to (0.9, 0.1) and (0.8, 0.2), respectively. A key observation from these figures is that at

the operational point where no samples are exited locally (on the x-axis), the LSTM-based

architecture consistently outperforms the 3D-CNN model. This advantage is particularly

evident when remote exits dominate, underscoring the LSTM’s superior ability to handle

sequential dependencies in time-series data related to resource demands.

More importantly, the simple introduction of a local exit during training significantly

boosts the baseline performance of the models, achieving improvements ranging from

20% to 50%, even though in this scenario, all samples are ultimately resolved remotely3.

Key Observation 1: The positive impact of incorporating local exits, even within fully

centralized DNNs, is clearly demonstrated in the task of optimizing resource allocation

for 5G networks.

3The distributed model’s superior performance over centralized architectures, with lower overhead,
can be attributed to the influence of the local exit on gradient flow during training. This effect has
been documented in other studies [12], [19], [20], showing that local exits not only enhance operational
efficiency but also introduce a regularization effect, leading to improved overall performance with reduced
computational and communication overhead. This creates a beneficial “win-win” situation.
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The inclusion of local exits introduces several benefits:

• Improved Gradient Flow: Local exits allow gradients to flow more effectively during

backpropagation, reducing the likelihood of vanishing gradients in deeper networks.

This enhances model convergence, leading to better overall performance.

• Operational Efficiency: By incorporating local exits, the network can resolve simpler

samples earlier in the pipeline, improving operational efficiency by minimizing

unnecessary computations at remote layers.

• Regularization Effect: The local exit acts as a form of regularization, encouraging

the model to learn more generalizable features in earlier layers. This effect reduces

overfitting and leads to a performance boost even when all decisions are ultimately

made remotely.

Figs. 5.2 presents the trade-off curves for DDNN models incorporating LSTM and

CNN architectures. The models with a single local exit are trained using weights set

to (wL, wR) = (0.9, 0.1), while those with two local exits are trained with weights

(wL1, wL2, wR) = (0.9, 0.9, 0.1).

In Fig. 5.2b, the models with two local exits still improve performance by nearly 20%.

The difference between models with one and two local exits lies in the fact that in the

two-exit model, each local component processes half of the data, leading to lower-quality

intermediate features (zkt ) for the remote part.

Interestingly, the model with four local exits, as depicted in Fig. 5.5, does not

demonstrate any significant performance improvement over the centralized models. This

suggests that further increasing the number of parallel local components leads to a

diminishing return, as each local exit processes an even smaller subset of the data,

resulting in progressively lower-quality intermediate features for remote processing.

Key observation 2: The incorporation of local exits has a clearly positive impact on

model performance. However, increasing the number of parallel local components beyond
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(a) DDNN with 1 local exit (wL, wR) = (0.9, 0.1) (b) DDNN with 2 local exits (wL1, wL2, wR) =
(0.9, 0.9, 0.1)

Figure 5.2: Trade-off curves (Total loss vs Percentage of samples predicted locally)

a certain point can diminish the overall performance of the DDNN.

The comparison between the Oracle and Random offloading policies in both cases

yields a crucial insight: certain offline offloading strategies are able to outperform the

Random policy. This suggests that even without perfect information (as assumed in the

Oracle), offloading strategies can be devised that are far more effective than random

decision-making. This finding highlights the potential for developing online offloading

policies that closely approximate the Oracle’s performance, indicating that there is

considerable room for improvement in offloading efficiency.

The key takeaway is that the performance gap between the Oracle and Random

policies underscores the existence of learnable patterns in the data that an optimized

online policy could exploit. If the Oracle, which represents the theoretical optimal

performance, performs substantially better than the Random policy, it indicates that

intelligent, data-driven decisions about offloading can lead to significant gains in efficiency

and cost reduction. Conversely, if the performance of the Random and Oracle policies

were identical, it would imply that no discernible patterns exist to inform the offloading

decisions. In such a scenario, the opportunity for any online offloading policy to offer

improvements would be minimal.
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In both Figs. 5.1a and 5.1b, we observe that both offloading mechanisms, confidence-

based and Optimized, perform nearly optimally when up to 40% of samples are resolved

locally. This demonstrates the effectiveness of both approaches in less demanding

scenarios, where a significant portion of samples can be processed at the edge without a

substantial increase in total cost. However, as the proportion of locally processed samples

increases beyond this point, a noticeable deviation from the optimal Oracle-based bound

is observed in both methods.

Notably, the optimized offloading mechanism, which is theoretically derived, con-

sistently outperforms the heuristic confidence-based approach across all scenarios and

operating points. This is expected, as the optimized scheme is explicitly designed to

minimize costs, leveraging the full power of the optimization problem, whereas the

confidence-based method relies on heuristic approximations that are more prone to errors

in challenging situations.

Key Observation 3: The ability to make informed online decisions regarding which

samples to process locally and how many to handle at the edge introduces significant

performance trade-offs. Crucially, these mechanisms allow up to 40% of decisions to be

resolved locally “for free”, that is, without increasing the overall provisioning cost when

compared to fully centralized models.

Key Observation 4: The optimized offloading mechanism consistently outperforms

heuristics in all scenarios, as expected, since it is derived from a solution to the optimiza-

tion problem that the oracle already knows.

Figs. 5.2a and 5.2b demonstrate that the LSTM-based DDNN with a single local exit

consistently outperforms its CNN-based counterpart. As the proportion of locally exited

samples increases, the LSTM-based model with two local exits also tends to maintain

lower costs compared to the CNN-based model. This indicates that LSTM-based models

may be better suited for scenarios requiring multiple local exits, likely due to their

inherent ability to handle sequential data more efficiently. LSTMs are designed to capture
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(a) LSTM-based DDNN with 1 and 2 local exits (b) CNN-based DDNN with 1 and 2 local exits

Figure 5.3: Trade-off curves (Total loss vs Percentage of samples predicted locally)

temporal dependencies, making them particularly effective in time-series forecasting tasks,

such as resource allocation in dynamic network environments.

Furthermore, the performance gap between Oracle and Optimized offloading mech-

anisms in CNN-based DDNNs is approximately 5-15% greater than that observed in

LSTM-based models. This suggests that LSTM models may inherently manage offloading

decisions more effectively, potentially because they leverage the sequential nature of

traffic data more efficiently, resulting in more accurate local predictions and minimizing

the need for remote resolution.

Figs. 5.3a and 5.3b show that introducing a second local exit generally shifts the

trade-off curve upwards, reflecting higher costs across all configurations when compared to

models with a single local exit. Additionally, the performance gap between Oracle-based

and optimized mechanisms slightly widens with the addition of a second exit. This

suggests that while adding more local exits increases the model’s capacity to handle

samples locally, it also adds complexity to the decision-making process, making it more

challenging to balance local and remote processing efficiently.

Key Observation 5: LSTM models are particularly well-suited for applications requir-

ing complex, time-dependent processing. Their ability to capture temporal dependencies
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allows them to make more informed decisions when processing sequential data, such as

network traffic patterns.

Key Observation 6: Adding a second local exit in parallel increases the complexity of

the offloading process, leading to higher overall costs but also providing more opportunities

for local processing. While additional local exits offer flexibility in handling samples at the

edge, they introduce new challenges in optimizing the balance between local and remote

processing, as well as managing the quality of intermediate features. This trade-off must

be carefully considered when designing distributed architectures, as increased complexity

can diminish the benefits of additional local exits if not properly managed.

In a scenario with two local exits, even if one local exit produces acceptable results

and the other does not, both sets of intermediate data from the exits must still be

sent to the remote component for final decision-making. This is due to the current

design, which treats the local exits collectively rather than evaluating them independently.

Consequently, the potential gains from a successful local decision may be diminished

when both local outputs are transmitted to the remote layer for further processing.

Although we have not yet implemented an offloading mechanism that independently

evaluates the performance of each local exit, this remains a promising area for future

exploration. Developing such a mechanism would allow for selective offloading, where

samples processed satisfactorily by one local exit are resolved at the edge, while only

the unsatisfactory samples from the other exit are forwarded to the remote layers. This

approach could significantly reduce overall costs and processing time by eliminating

unnecessary transmission of locally resolved samples.

Additionally, introducing a separate cost metric for each local exit in a multi-exit

setup could provide more granular insights into the trade-off between local and remote

processing. By assigning different weights or costs to the results of each exit, the model

could better capture the varying levels of confidence or quality across the exits. This

more nuanced approach could influence the trade-off curves, potentially leading to more
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Figure 5.4: Trade-off curve for single local exit DDNN, (wL, wR) = (0.1, 0.9)

efficient performance by prioritizing exits that yield higher-quality results, while reducing

reliance on the remote component.

Exploring independent evaluation and cost metrics for local exits offers a new per-

spective on optimizing distributed models, and could lead to significant improvements in

resource allocation decisions, particularly in scenarios where computational resources are

limited or latency is critical.

In Fig. 5.4, where the training weights are set to (wL, wR) = (0.1, 0.9), indicating very

low strength on local layers (unlike in Figs. 5.1 and 5.2, where higher weights are assigned

to local layers), the significant impact of weight selection on overall DDNN performance

is evident. While pinpointing the optimal weight pair (in this case the pair (0.9, 0.1))

cannot be predetermined, our analysis across various scenarios consistently demonstrates

the necessity of assigning higher weights to the local exit for optimal functioning.

Key Observation 7: The selection of training weights (wL, wR) plays a pivotal role in

the performance of the model. The balance between local and remote processing weights

directly influences the DDNN’s ability to make quick, effective decisions, showcasing the

trade-off between computation speed and accuracy.

Fig.5.5 presents the trade-off curve for the model incorporating four local exits. It
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is important to note that the overall size of the model remains constant, with the only

change being the addition of more local components of the same size. Despite these

changes, the results in Fig.5.5 indicate that our DDNN model with four local exits does

not outperform the centralized models at any point along the trade-off curve. This

finding suggests that simply adding more local exits does not necessarily lead to improved

performance.

We suspect that this lack of improvement may be due to the model size. Specifically,

the fixed model size likely limits the effectiveness of each local exit. Since the available

resources are divided among more components, each local exit processes a smaller portion

of the input data compared to models with fewer local exits. As a result, the quality of

the intermediate features generated by each local component diminishes, which negatively

impacts the overall performance of the model. Furthermore, distributing data across

multiple local exits reduces the amount of information each component can leverage,

further degrading the performance compared to centralized models or models with fewer

local exits.

Key Observation 8: Adding parallel local components in an attempt to improve

performance may not be effective, particularly when the overall model size is fixed. We

hypothesize that the model size plays a critical role in determining how many local

exits can be effectively incorporated. When local exits are added without increasing

the model’s overall capacity, each component processes less data, resulting in poorer

intermediate features and diminished performance.

5.3.2 SLA Violations Avoidance

Figs. 5.6 and 5.7 illustrate the actual demand (d), local allocations (ŷL), and remote

allocations (ŷR) for one of the base stations in the dataset under two distinct training

weight configurations: (wL, wR) = (0.9, 0.1) and (wL, wR) = (0.1, 0.9) for the model with

one local exit, and (wL1, wL2, wR) = (0.9, 0.9, 0.1) and (wL1, wL2, wR) = (0.1, 0.1, 0.9) for
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Figure 5.5: Trade-off curve for DDNN with four local exits

the model with two local exits. In order to make a direct comparison of local and remote

processing capabilities without interference from the offloading mechanism, the offloading

block is deactivated for this analysis.

As the figures demonstrate, configurations with higher local weights, such as (wL, wR) =

(0.9, 0.1) or (wL1, wL2, wR) = (0.9, 0.9, 0.1), demonstrates effective local processing per-

formance, allowing a significant portion of the resource allocations to be efficiently

handled at the edge. Conversely, the configurations with lower local weights, such as

(wL, wR) = (0.1, 0.9) or (wL1, wL2, wR) = (0.1, 0.1, 0.9), result in reduced local processing

efficiency and higher costs for local allocations. This trend mirrors the observations from

the trade-off curve in Fig. 5.4, where lower local weights increased reliance on remote

processing, driving up overall costs. These results highlight the critical impact of weight

configurations on the operational efficiency and cost-effectiveness of DDNNs.

Key Observation 9: It is essential to prioritize the local weight over the remote weight

(i.e., ensuring wL > wR or wL1, wL2 > wR) in order to offset the relative simplicity and

shallowness of the local module. When local layers are properly weighted, the DDNN

can more effectively handle resource allocations at the edge, enabling it to outperform

centralized DNN architectures. This highlights the importance of weight selection in

75



Chapter 5. Performance Evaluation

(a) (wL, wR) = (0.9, 0.1) (b) (wL, wR) = (0.1, 0.9)

Figure 5.6: Traffic demand predictions for a base station using two weight pairs, depicted
in the scenario without an offloading mechanism

determining the performance of distributed models.

Key Observation 10: The models prioritize preventing SLA violations over precisely

matching demand, which aligns with the objective function’s emphasis on avoiding under-

provisioning and minimizing the cost of over-provisioning rather than merely optimizing

for mean squared error (MSE). As seen in the allocation results, the models are biased

towards ensuring that there is no under-provisioning, even if it means over-allocating

resources.

5.3.3 Latency Reduction

As explained in chapter 4, we evaluate whether our model reduces or increases latency

by analyzing both “communication” and “computation” times. For communication time,

we refer to a recent systems-oriented study [51], which estimates the average round-trip

transmission time (RTT) from edge to cloud at 42.46 ms per sample. Computation time

is assessed by running each model multiple times on the same server and calculating the

average processing time per sample across various models4.

4It is important to note that the implementation setup for such a distributed architecture can vary.
We designed our experiment using practical values to demonstrate the potential for latency reduction
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(a) (wL1, wL2, wR) = (0.9, 0.9, 0.1) (b) (wL1, wL2, wR) = (0.1, 0.1, 0.9)

Figure 5.7: Traffic demand predictions for a base station using two weight pairs: Data
forwarded without offloading mechanism

Table 5.2 presents the results, where“L”represents the percentage of samples processed

locally, and “T” is the average time taken to resolve a single sample under each scenario.

For example, when 40% of samples are processed locally (i.e., “L” = 40%), the total

average resolution time (“T”) is calculated by summing:

• The average processing time per sample for the local DNN,

• The average processing time per sample for the offloading block,

• 40% of the average local inference time per sample,

• 60% of the round-trip transmission (RTT) time from edge to cloud and back,

• 60% of the average remote inference time per sample.

The data clearly demonstrate that as the percentage of samples resolved locally

increases, the inference latency decreases. Specifically, processing 50% of samples locally

with the DDNN not only matches the performance of centralized models in terms of

cost efficiency but also achieves a significant 49% reduction in inference latency. This

effectively. The models are executed on a server equipped with an Nvidia V100 GPU, 16 GB HBM2, and
32 GB RAM.
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reduction is largely driven by minimizing reliance on cloud-based remote processing,

which incurs higher communication costs due to RTT.

Furthermore, the results show that CNN-based DDNN models perform better than

LSTM-based DDNN models in terms of latency. CNNs, with their focus on parallelized

computations over spatial data, inherently have lower computation times compared to

LSTMs, which process data sequentially and require more time to capture temporal

dependencies. While both architectures benefit from local exits in reducing latency, CNNs

provide a more time-efficient solution.

It is important to note that preprocessing time is not included in this table, as it

varies depending on the specific implementation but does not significantly affect the

comparison of inference times between the models. The findings emphasize the potential

of distributed architectures to not only improve cost efficiency but also significantly

reduce latency, especially when a considerable portion of the processing is handled at the

edge.

We report the average processing time per sample, and while incorporating parallel

local modules does not reduce the latency for individual samples, it can significantly

reduce the total processing time for a batch of samples. When each local module processes

half of the batch and both produce satisfactory resource allocations, the overall processing

time for the batch is effectively halved due to the parallelized operations of the local

exits.

When utilizing multiple local exits, the processing time decreases because of the

parallel execution of local modules. However, our primary focus is on inference time,

which refers to the time required for decision-making. In a model with two local exits,

three distinct scenarios can arise:

• Both local modules produce acceptable allocations: In this case, the collective

inference time for the batch of samples is reduced compared to both the centralized

DNN and the DDNN with a single local exit, as decisions are made in parallel by
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Table 5.2: Latency Comparison (milliseconds per sample)

L (% of local resolution) 0 5 20 40 50 60 80 95 100

LSTM-based DDNN 42.72 40.40 34.05 25.43 21.09 16.78 8.20 1.75 1.25

CNN-based DDNN 42.70 40.36 34.01 25.37 21.02 16.70 8.10 1.65 1.25

LSTM-based DDNN (Confidence) 42.81 41.01 34.62 26.11 21.86 17.61 9.10 2.72 2.30

Centralized LSTM 42.67 - - - - - - - -

Centralized CNN 42.63 - - - - - - - -

the two local modules.

• Neither local module produces acceptable allocations: In this scenario, both local

modules must send their data to the remote module for further processing, increasing

the overall latency as the system waits for remote resolution.

• One local module produces acceptable allocations while the other does not: Even if

one local module is capable of making a decision, both must transmit their data to

the remote module and wait for the remote processing to complete. This scenario

highlights a limitation of the current offloading mechanism, where the system waits

for remote processing even when one local module is already capable of resolving

the allocation.

This third scenario, where one local module produces good allocations but must still

wait for the remote module, presents an opportunity for improvement. A more sophisti-

cated offloading mechanism could be developed to evaluate each local exit independently,

allowing the local module that has generated acceptable results to finalize the decision

without waiting for the remote component. Such a mechanism could significantly reduce

latency by allowing quicker local decision-making, particularly in cases where only one of

the local modules needs to communicate with the remote module. This remains an area

for future exploration in optimizing parallel local exits for distributed architectures.

Key Observation 11: The average inference latency diminishes as more samples are

processed locally.
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Figure 5.8: Trade-off curve for the model with (wL, wR) = (0.9, 0.1) using 25 base stations

5.3.4 Input Size

In our research, we initially employed 16 base stations (K = 16) for experimentation.

To rigorously test the scalability and responsiveness of our DDNN, we expanded the

framework to incorporate 25 base stations (K = 25). This expansion aimed to simulate a

more demanding network environment, challenging the DDNN with double the initial

input size to assess its performance under scaled-up conditions. The results, depicted in

Fig. 5.8, demonstrate that the DDNN is able to maintain its robust performance even with

the larger number of base stations. Notably, the optimized offloading mechanism employed

within our DDNN closely aligns with the Oracle-based optimal policy, underscoring its

efficacy and adaptability across a broader input scale.

Key Observation 12: The Distributed DNN architecture exhibits remarkable adapt-

ability, efficiently handling varying input sizes while consistently maintaining targeted

performance levels.
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Figure 5.9: Trade-off curve for the model with (wL, wR) = (0.9, 0.1) using the objective
function in Eq. (2.3) with c = 10 and ϵ = 0.1

5.3.5 Objective Function

In our study, we initially applied the objective function as defined in Eq. (2.5) for

experimental purposes. To further examine the flexibility of our model, we introduced

an additional objective function, as specified in Eq. (2.3). This adjustment was made

to evaluate the DDNN’s capacity to effectively handle varying objective functions and

assess its adaptability to different cost models and constraints. The outcomes, illustrated

in Fig. 5.9, confirm that the DDNN maintains stable and robust performance under these

adjusted conditions. Crucially, the optimized offloading mechanism within the DDNN

framework demonstrated its versatility by continuing to closely align with the optimal

policy, even after modifying the objective function.

Key Observation 13: The DDNN exhibits a high degree of adaptability to different

objective functions while maintaining near-optimal performance. This flexibility ensures

that the DDNN can be deployed across various application scenarios with distinct cost

models or performance criteria, without compromising its efficiency or decision-making

accuracy.





Chapter 6

Future Work and Conclusions

6.1 Future Work

Advanced Offloading Methods: Future work will explore more advanced offloading strate-

gies, ranging from simple estimations to sophisticated reinforcement learning approaches.

These methods would be designed to handle scenarios where the cost CT (such as trans-

mission cost or latency) is dynamic and unknown, allowing the system to adapt in real

time and optimize performance in fluctuating network conditions.

Joint Training of Offloading: Another promising area for future research involves

the simultaneous training of the offloading decision mechanism alongside the DDNN for

cost minimization. By integrating offloading decisions with the training process, the

model can leverage shared features across specific local layers to achieve more efficient

and accurate offloading while minimizing overall system costs.

Weight Scheduling: Investigating adaptive strategies for adjusting the local and remote

weights (wL, wR) during the DDNN training process is an area for future exploration.

Dynamic weight scheduling could optimize model performance by adapting to varying

network demands and system constraints over time, further improving the balance

between local and remote processing.

83



Chapter 6. Future Work and Conclusions

Scaling and Performance in Larger Networks: In future work, we plan to scale up

our experimental models to assess the architecture’s performance in larger and more

complex scenarios. Evaluating the DDNN’s efficacy in handling larger-scale networks

with significantly more base stations and traffic variability will provide valuable insights

into the architecture’s practical applicability in real-world environments.

Independent Offloading Decisions for Local Exits: Another intriguing direction for

future research is the exploration of independent offloading decisions for each local exit.

Currently, offloading decisions are made collectively, which may result in unnecessary

data transmission to the remote component. Allowing local exits to make independent

decisions, based on their individual performance, could reduce latency and improve overall

resource efficiency, especially in scenarios where only one of the local exits provides an

acceptable allocation.

6.2 Conclusions

In this study, we developed and implemented a Distributed Deep Neural Network (DDNN)

tailored to forecast future traffic demand and optimize resource allocation in 5G networks.

The proposed DDNN features a multi-exit architecture, incorporating both local exits

(e.g., at the network edge) and a remote exit (e.g., in the cloud). This design allows for

efficient decision-making at various levels of the network, balancing the trade-off between

latency and processing power. To ensure optimal performance, the DDNN undergoes

joint training, where specific weights are assigned to the local and remote exits, enabling

the model to distribute the decision-making load effectively.

Our results indicate that the DDNN architecture maintains performance at lower or

comparable costs to centralized models, while resolving nearly 50% of resource allocation

decisions locally. This substantial local processing capability reduces overall system

latency and communication overhead, making the model highly efficient for real-time

applications. In particular, LSTM-based models demonstrated superior performance
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over CNN-based models for handling time-series data, such as traffic demand forecasting,

making them particularly well-suited for this task.

Furthermore, we showed that a well-designed offloading mechanism, which decides

which samples should be processed locally and which should be sent to the cloud, can

significantly enhance performance. This mechanism consistently outperformed existing

methods, bringing the model’s performance closer to that of the oracle-based optimal

policy. The DDNN’s ability to make near-optimal offloading decisions highlights its

robustness and potential for deployment in large-scale, dynamic 5G network environments.

In conclusion, the DDNN framework provides an efficient and scalable solution for

traffic forecasting and resource allocation in 5G networks. By leveraging its multi-exit

architecture and the offloading mechanism, it achieves substantial reductions in latency

and cost, while maintaining high performance.
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Appendix A

Chapter 3 Appendices

A.1 Prediction Uncertainty

In our framework, we represent a neural network as a function denoted as F(·; θ), where

F encapsulates the network architecture, and θ represents the set of model parameters.

Within the context of a Bayesian neural network, we introduce a prior distribution for

the weight parameters, and the objective is to effectively model the posterior distribution.

Commonly, a Gaussian prior, θ ∼ N(0, I), is employed. Additionally, we specify the data

generating distribution p(y|F(d;θ)). In regression tasks, it is often assumed that y|θ

follows a normal distribution, i.e., y|θ ∼ N(F(d;θ), σ2), with σ representing the noise

level.

In Bayesian inference, we assume a dataset comprising N observations, denoted as

d = {d1, ..., dN}, and their corresponding outcomes, represented as y = {y1, ..., yN}.

The primary objective is to derive the posterior distribution over the model parameters,

which is expressed as p(θ|d, y). When we introduce a new data point, d∗, the predic-

tion distribution is acquired through the process of marginalization over the posterior

distribution:
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p(y∗|d∗) =
∫
θ
p(y∗|F(d∗;θ))p(θ|d, y)dθ, (A.1)

Specifically, the prediction distribution’s variance serves as a measure of prediction

uncertainty, and this uncertainty can be subjected to further decomposition employing

the law of total variance:

Var(y∗, d∗) = Var[E(y∗|θ, d∗)] + E[Var(y∗|θ, d∗)]

= Var(F(d∗;θ)) + σ2,

(A.2)

We break down the variance into two key parts: (i) Var(F(d∗;θ)), which shows how

unsure we are about the model’s parameters, known as model uncertainty ; and (ii) σ2, the

noise level that naturally occurs in the process of creating our data, known as inherent

noise.

Model uncertainty plays a crucial role in understanding how confident we are in

our neural network’s predictions. Estimating this uncertainty involves computing the

posterior distribution p(θ|d, y), utilizing a process called Bayesian inference. However,

this task becomes complex in neural networks because of the non-linear nature of the

models, leading to what’s known as non-conjugacy. Several studies have explored methods

for approximating this inference process in the context of deep learning. Our approach,

inspired by research in [42], [43], and [52], employs Monte Carlo dropout (MCdropout).

MCdropout is a practical method for approximating model uncertainty by randomly

deactivating some neurons, which helps simulate the effects of sampling from the posterior

distribution.

The algorithm leverages stochastic dropout to estimate model uncertainty as follows:

Given a new input x∗, the neural network’s output is calculated multiple times, each with

stochastic dropouts applied at every layer. For this purpose, random dropout is applied

to each hidden unit with a predefined probability p, creating variations in the network’s
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architecture during each forward pass. This stochastic feed-forward process is repeated

J times, generating a diverse set of outputs {ŷ∗1, ..., ŷ∗J}, which reflect the variability

introduced by dropout. The sample variance of these outputs is then calculated, serving

as an approximation of the model’s uncertainty.

V̂ar(F(d∗;θ)) =
1

J

J∑
j=1

(ŷ∗j − ŷ∗)2, (A.3)

where ŷ∗ = 1
J

∑J
j=1 ŷ

∗
j .
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