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What is Text2SQL?

Li, Jinyang, et al. "Can llm already serve as a database interface? a big bench for large-scale database grounded text-to-sqls." Advances in Neural 

Information Processing Systems 36 (2023): 42330-42357.

The task of mapping a natural language question on a database to the 
corresponding executable SQL query.

(KGs, dictionaries…)
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State-Of-Art Text2SQL Pipelines

Chung, Yeounoh, et al. "Is Long Context All You Need? Leveraging LLM's Extended Context for NL2SQL." arXiv preprint arXiv:2501.12372 (2025).
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Research Question

To what extent do reasoning capabilities embedded or learned by 

LLMs enhance Text2SQL performance across different training 

paradigms?

Important Remark
We are not trying to achieve SOTA! 

- No prompt engineering, self-reflection, self-consistency, or ensembling
- Tables to answer the questions are provided (Oracle Table retrieval)
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“Augmenting a task prompt with additional tokens often seems to improve
the accuracy of LLM completion”

The key assumption

Kambhampati et al. Stop Anthropomorphizing Intermediate Tokens as Reasoning/Thinking Traces! Arxiv 2025 6



Background 1: What are reasoning models?

https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-reasoning-llms
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Background 2: Difference with Chain-of-Thought?
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LLMs: Manually specify in the prompt the step-by-step procedure for the problem (CoT)
Reasoning LLMs: Automatically generates the “best” step-by-step formulation → reasoning trace

https://platform.openai.com/docs/guides/reasoning-best-practices

https://platform.openai.com/docs/guides/reasoning-best-practices


Background 3: Supervised-Fine-Tuning (SFT)
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Thinking traces are “distilled” from DeepSeek-R1 (+ Gemini Pro)



Background 4: RL with Verifiable Rewards (RLVR) – GRPO
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Training procedure
Start from a base/SFT model:

1. Generate G-possible answers
2. For each answer, calculate the 

rewards
3. Update the advantage of each 

response based on all the rewards
4. Update the model parameters based 

on each response and its relative 
advantage

https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-reasoning-llms



RLVR for Text2SQL
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RLVR for Text2SQL with Partial Rewards

S. Papicchio, P. Papotti, and L. Cagliero. Qatch: Automatic evaluation of sql-centric tasks on proprietary data. ACM Transactions on Intelligent 

Systems and Technology, 2025. 12

Partial rewards evaluate precision, recall, and cardinality of 
partially correct answers



Think2SQL

Research Question:
To what extent do reasoning capabilities embedded or learned by LLMs enhance Text2SQL performance
across different training paradigms?

- Impact of LLM training regimes: 
Zero-Shot, SFT, RLVR, and their 
combination 

- Impact of rewards for RLVR
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Takeaway 1: SFT with reasoning traces improves 
performance

SFT with reasoning improves over base models, especially for smaller LLMs. 

14



Takeaway 2: Reasoning with RL improves performance
Task-specific reasoning is better than general reasoning.
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Takeaway 3: Dense Rewards work better
Dense Rewards as R_QATCH are more effective than sparse rewards like R_EX for RL.
RL only beats SFT+RL on BIRD test data.
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Takeaway 4: SFT + RL is more generalizable

Combining SFT+RL yields the most generalizable models across diverse datasets. 
This suggests that SFT+RL enables models to better adapt to unseen scenarios
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Open 1: reasoning traces quality?

RL training 18

SFT + RL training



Open 2: more input, more output for better reasoning?

● Context is a bottleneck
○ Input: Opportunities for better quality

○ Output: Expensive at RL training time 

in terms of memory requirements

● Compression to the rescue?

Corallo and Papotti. FINCH: Prompt-guided Key-Value Cache Compression for Large Language Models. TACL’24

Corallo et al. TableKV: KV Cache Compression for In-

Context Table Processing. TRL@ACL’25
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Open 3: from pilots to solutions

● Efficiency at training
○ Running queries take a lot of time

○ Few examples to obtain comparable results?

■ MATH 500: 1 example vs 7.5K

■ Think2SQL: 256 ex. vs 9k → 2 points drop

● Efficiency at inference
○ Modeling SQL execution time in the rewards?

● Ambiguity in NL, Unanswerable Questions
○ Who issued “CD Special”?

○ Who produced “CD Special”?

Reinforcement Learning for Reasoning in Large Language 
Models with One Training Example. Arxiv 2025

AMBROSIA: A Benchmark for Parsing Ambiguous 
Questions into Database Queries. Neurips 2024

Can Human Annotation Be Replaced For Ambiguous And Unanswerable Text2SQL?

[EMNLP’25]
20



Thanks for your attention

https://arxiv.org/pdf/2504.15077

papotti@eurecom.fr - papotti.bsky.social - Tabular Data Analysis Workshop, 5 Sept 2025

https://arxiv.org/pdf/2504.15077
mailto:papotti@eurecom.fr


Background: GRPO Loss
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Token Level probability ratio

Advantage





Impact of # examples



Impact of RL on other tasks



Think2SQL
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Training regimes:

1. Zero shot
2. SFT
3. RL
4. RL+SFT


